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Abstract
The Holter monitor captures the electrocardiogram  (ECG) and detects abnormal episodes, but 
physicians still use manual cross‑checking. It takes a considerable time to annotate a long‑term ECG 
record. As a result, research continues to be conducted to produce an effective automatic cardiac 
episode detection technique that will reduce the manual burden. The current study presents a signal 
processing framework to detect ventricular ectopic beat  (VEB) episodes in long‑term ECG signals 
of cross‑database. The proposed study has experimented with the cross‑database of open‑source 
and proprietary databases. The ECG signals were preprocessed and extracted the features such 
as pre‑RR interval, post‑RR interval, QRS complex duration, QR slope, and RS slope from each 
beat. In the proposed work, four models such as support vector machine, k‑means nearest neighbor, 
nearest mean classifier, and nearest RMS  (NRMS) classifiers were used to classify the data into 
normal and VEB episodes. Further, the trained models were used to predict the VEB episodes from 
the proprietary database. NRMS has reported better performance among four classification models. 
NRMS has shown the classification accuracy of 98.68% and F1‑score of 94.12%, recall rate of 
100%, specificity of 98.53%, and precision of 88.89% with an open‑source database. In addition, it 
showed an accuracy of 99.97%, F1‑score of 94.54%, recall rate of 98.62%, specificity of 99.98%, 
and precision of 90.79% to detect the VEB cardiac episodes from the proprietary database. 
Therefore, it is concluded that the proposed framework can be used in the automatic diagnosis 
system to detect VEB cardiac episodes.
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Introduction
The first recorded description of 
perturbations occurring at irregular 
intervals, which were consistent with 
ventricular ectopic beats (VEBs), was given 
by early Chinese physician, the master in 
pulse palpation  (the process of using hands 
to examine the body while diagnosing 
the disease), and diagnosis, Pein Ts’Io, 
around 600BC.[1] He noted that when these 
irregularities occur occasionally, there is no 
significant effect on the average life span. 
However, when these irregularities arise 
frequently, it causes myocardial infarction, 
which is more prone to sudden death.

The VEB is an irregular heart rhythm due 
to premature ventricular contraction  (PVC) 
or escapes ventricular contraction. PVC 
means the ventricular contraction happens 

before it could happen the normal 
depolarization from atrioventricular node, 
as shown in Figure  1. In other words, 
the ventricular contract before the atrium 
optimally fills the ventricular with blood. 
The PVC happens due to the stimulation of 
induces such as alcohol, caffeine, cocaine, 
stress, medication, and amphetamine  (a 
mood‑altering drug).[2] As the causes of 
PVCs are alcohol, tobacco, and caffeine, 
the likelihood of PVCs can be reduced by 
eliminating them.

The early studies have shown that 
VEBs frequently occur in patients with 
hypertension, which is the present most 
prominent and dominant heart disease in 
India in the ratio of 25%–30% in urban and 
10%–20% in rural.[3]

Lin and Yang[4] presented a heartbeat (N, S, 
and V) classification using morphology and 
interval features. The data  (99,827 
heartbeats) were taken from the MIT‑BIH 
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Arrhythmia Database. They achieved a sensitivity of 
86.2% and positive predictivity of 73.7% for the VEB 
classification using the classification model based on Linear 
Discriminant. Stoyan Tanev[6] described a discrimination 
method for detecting and classifying VEBs using QRS 
complex discrimination features. He achieved Se = 99.71%, 
Sp = 99.66%, SeEB = 92.27%, and SpEB = 94.78% for AHA 
database and Se = 96.74%, Sp = 97.21%, SeEB = 90.05%, 
and SpEB  =  86.46% for MIT‑BIH database. Hammed and 
Owis[8] proposed a method for classifying VEB and normal 
beats using template matching. They extracted the features 
such as RR interval, beat width, and p‑wave existence 
from the MIT‑BIH ECG database and achieved an overall 
accuracy of 97.24% with sensitivities of normal and VEBs 
98.93% and 94.54%, respectively. Hu et  al.[10] presented a 
real‑time cardiac arrhythmia classification system to classify 
PVC, atrial premature contraction using time‑domain 
features, and layered hidden Markov model. They achieved 
99.20% accuracy, 97.75% sensitivity, and 96.63% positive 
predictivity for PVC classification using the MIT‑BIH 
Arrhythmia Database. Herry et  al.[11] proposed a heartbeat 
classification using synchrosqueezing transform. The data 
were taken from the MIT‑BIH Arrhythmia Database and 
classified the beats into AAMI  (N, S, V, F, Q) beat classes 
using SVM classifier by extracting the features (SST‑derived 
instantaneous phase, the R‑peak amplitudes, and R‑peak 
to R‑peak interval durations). They achieved an overall 
accuracy of 93.91%, and VEBs were classified with 
Se = 77.5% and + P = 79.05%.

To the best of our knowledge, most of the literature failed 
to discuss the complete details of the datasets used for 
trained and testing. It was further noticed that annotations 
were not available for all recordings. As the focus of this 
research study was to discriminate VEBs from normal, very 
limited reports were available. Hence, the proposed study 
made an attempt sincerely to explore the cross‑database 
validation.

The previous work reported a study on VEB classification 
using the KNN algorithm.[13] The test was conducted on 
the MIT‑BIH Arrhythmia Database. The study achieved an 
accuracy of 98.67% to classify normal and VEBs.

The present work applied signal processing work on 
an open‑source  (MIT‑BIH Arrhythmia) database and 
proprietary database to classify the beats into normal and 
VEB. The classification was tested with four different 
machine learning classifiers and different training–testing 
ratios. VEB cardiac episode detection was done using a 
cross‑database, i.e., training with an open‑source database 
and testing with a proprietary database.

The ECG database collected for classification was reported 
in section 2. The methods of preprocessing the data, feature 
extraction, and classifier details were discussed in section 
3. The results and discussion of classification performance 
were presented in section 4. Finally, the study is concluded 
with an overview for further research work in section 5.

Materials and Methods
The block diagram representation of the automated VEB 
classification system is shown in Figure 2.

Database

The current study has used the datasets from MIT‑BIH 
Arrhythmia  (open source) Database[14,15] and proprietary 
database  (collected by the “Actiwave Cardio” and 
“CardioS”[16] device from the hospital patients). MIT‑BIH 
Arrhythmia Database (DB‑I) consisting of 48 records of each 
1‑min duration is considered. This study assessed 81 VEB 
beats and 678 normal beats from all the records of DB‑I. Each 
record of the proprietary database is minimum of 1‑h duration 
and total of 106 h from 30 records: 28 records from Actiwave 
Cardio  (DB‑II) and two records from CardioS (DB‑III) were 
used. Data were collected from 27  males and 3  females of 
age 60.27  ±  18.37  years and BMI of 23.29  ±  3.31  Kg/Cm2. 
Table 1 presents the background of the patients of DB‑II and 
DB‑III subjects before the hospitalization.

ECG signals were recorded using the Actiwave Cardio and 
CardioS device with the modified lead‑I configuration of 
electrode placement at a 256‑  and 200‑Hz sampling rate, 
respectively. Two cardiologists at the RMCH visually 
marked the VEB and normal events of patient recordings.

Preprocessing

Since DB-II and DB-III have different sampling frequencies 
from DBI, the datasets of DBII and DBII were upsampled 
to 360 Hz, which is the sampling frequency of DB-I. 
Then, ECG recordings of DB‑I, DB‑II, and DB‑III were 
filtered using BPSD‑TQWT[17] to attenuate powerline noise 
and baseline drift. The power spectral density analysis 
confirmed the attenuation of 50‑Hz powerline noise and 
baseline drift after BPSD‑TQWT implementation.

Figure  1: Conduction of ventricular ectopic beat  (Source: https://www.
cvphysiology.com/Arrhythmias/A017, author: Richard Klabunde)
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R‑peak detection

After the noise attenuation from ECG, R‑peak detection 
was done using the traditional Pan–Tompkins’s QRS 
detection algorithm. Pan–Tompkins’s algorithm filters 
the signal to separate the QRS complex from other 
components. The separated QRS is amplified by squaring 
and passed through a moving window with an adaptive 
threshold to identify the peaks known as R‑peaks of the 
ECG signal. It was recognized that the detected peaks did 
not match the peaks of the preprocessed signal. Therefore, 
the positions of R‑peak are adjusted to the actual positions 
by tracking  (left and right) the nearest peak by avoiding 
the local peaks. Then, Q and S are detected as extreme 
minimum points to the left and right of true R‑peaks. 
Figures  3‑5 show the raw ECG, preprocessed signal, 
R‑peak detection, and HRV of a sample ECG segment 
from three databases.

In this article, the features extracted to classify VEBs are 
selected based on the anatomic features of PVCs,[18] such as
1.	 QRS width is greater than or equal to 120 ms with an 

abnormal shape

2.	 Premature beat, followed by a full compensatory pause, 
i.e., the next beat occurs at greater than or equal two 
times the previous RR interval.

The features extracted based on beat intervals that replicate 
the anatomic features of PVCs are given in Table 2.

The features mentioned in Table  2 are calculated for each 
beat of the test signal by the Eq. (1)‑(5).
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Classification systems

The feature vector consisting of all the features presented 
in Table  3 was applied on different machine learning 
classifiers such as support vector machine (SVM), k‑means 
nearest neighbor  (KNN), decision tree, naïve Bayes, the 
nearest mean classifier (NMC), and nearest RMS (NRMS).

Support vector machine classifier

Support vector machine

The SVM is a computational efficient linear and nonlinear 
classification machine learning approach. The SVM 
constructs a set of hyperplanes in a high‑dimensional 
space. Therefore, the hyperplane achieves excellent 
separation with the most significant functional margin, i.e., 
the distance between the hyperplane to the nearest training 
data point of any class  (A. Kaveh, W. Chung. 2013, 
Bradley M Whitaker et  al., 2017). In this article, SVM 

Table 1: Background of the patients
Subject Background
s1‑s3 Syncope and palpitation
s5 Syncope and palpitation
s7‑s26 Palpitation
s27 Paroxysmal atrial fibrillation
s28 Missing beats 11 years ago due to which RF ablation 

was done
s29 Trivial MR, trivial TR/PASP ‑ 32 mmHg
s31 Ebstein’s anomaly mild MR, mild TR/PASP‑36 mmHg 

partial collapsing dilated right atrium/right ventricle
s32 Chronic small vessel ischemic changes
s33 Renal tubular acidosis
MR – Mitral regurgitation; TR – Tricuspid regurgitation; 
PASP – Pulmonary arterial systolic pressure; RF – Radiofrequency

Figure 2: Block diagram representation of automated ventricular beat classification system
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clustering algorithm developed by Vladimir Vapnik (Gradl, 
Stefan, et  al., 2012) was used to classify the ECG pattern 
into normal and abnormal. Here, radial basis function was 
used as a kernel function with a default scaling factor of 
σ = 1, and the separating hyperplanes were found by the 
least‑squares method.

KNN classifier

K‑means nearest neighborhood

The k‑NN classifier is a nonparametric, most 
straightforward machine learning algorithm for pattern 
classification. Using the k‑NN classifier, the pattern is 
classified based on the majority vote of the test sample by 
its nearest “k” neighbors. This article classified the ECG 
pattern by finding nine nearest neighbors, measured by the 
Euclidean distance function  (Alan S. Said Ahmad et  al., 
2018) to calculate the distance between the test data and 
trained data.

Nearest mean classifier

The NMC is developed based on the mean value of the 
samples, i.e., if a test sample is closest to the mean value 
of trained pieces of a group, the test sample is classified to 
the respective group. For example, assume f1 and f2 are 
the two most significant features of trained data. Let the 
sample xi =  (f1(i), f2(i)), where x1, x2, x3…, xn are the 
samples of the subject 1 to “n” respectively in Group  1, 
and let the sample yi =  (f1(i), f2(i)), where y1, y2, y3,…., 
yn are the samples of the subject 1 to ‘n’ respectively in 
Group 2. Where f1(i) and f2(i) are the f1 and f2 features of 
ith subject and n is the number of subjects in each group. 
Then, the mean values of these features of each group are 
calculated separately by Eq. 6 and 7  (Veenman, C. J. and 
Reinders, M. J., 2005).

Table 2: Description of features extracted
Feature Description
Pre‑RR Difference between present and past R peak positions
Post‑RR Difference between present and next R peak positions
QRS width Width of QRS complex
QR slope Slope between Q and R points
RS slope Slope between R and S points

Table 3: ANOVA test results on features of normal and 
ventricular ectopic beat cardiac episodes

Feature SS df MS F P
Pre‑RR 2.10E+00 1 2.10E+00 8.73E+01 1.49E‑14
Post‑RR 1.88E+00 1 1.88E+00 4.13E+01 8.14E‑09
QRS 4.72E‑07 1 4.72E‑07 1.18E+01 9.31E‑04
QR slope 4.89E‑02 1 4.89E‑02 3.01E+01 4.53E‑07
RS slope 6.04E‑02 1 6.04E‑02 2.34E+01 6.04E‑06
SS – Sum of square; MS – Mean sum of square

Figure 3: R‑peak detection and heart rate variability of an ECG segment 
taken from DB‑I. ECG – Electrocardiogram

Figure 4: R‑peak detection and heart rate variability of an ECG segment 
taken from DB‑II. ECG – Electrocardiogram

Figure 5: R‑peak detection and heart rate variability of an ECG segment 
taken from DB‑III. ECG – Electrocardiogram
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where  ( 1f ) is the mean value of the first most significant 
feature of all the training samples of a group and  ( 2f ) is 
the mean value of the second most significant feature of 
all the training samples of the same group. The Euclidean 
distance between the test sample ( f1(n+1), f2(n+1)) and 
the mean sample ( 1 2,f f ) of each group is found. If the 
distance between the test sample and the mean sample 
of Group  1 is less than that of Group  2, the test sample 
is classified as Group  1. Otherwise, the test sample is 
classified as Group 2, as shown in Figure 6. Here, the test 
sample is compared only with the mean sample. Therefore, 
the computational time  (CT) is reduced significantly. In 
KNN algorithm, the test sample is compared with k‑nearest 
neighboring samples, which increases the computation time. 
Therefore, compared with the KNN and SVM classifiers, 
NMC is simple in structure and provides less CT.

Nearest root mean square classifier

The NRMS classifier is like the NMC classification method. 
In the NRMS method, the RMS value of each feature is 
calculated, which avoids the zero mean problem when the 
feature is floating in the range of  (−n, n), where “n” is the 
maximum of the feature. Here, the features of the test data 
are compared with the RMS value of the respective feature. 
The majority nearest neighboring features representing a 
class separate the normal and abnormal episodes.

Results
Performance on the open‑source database

In this experimental study, 678 normal and 81 VEB samples 
of preprocessed ECG signals from DB‑I were used to test the 
classification performance of the machine learning classifiers. 
A one‑way analysis of variance (ANOVA) test on normal and 
VEB cardiac episode features tells the statistical significance 

of P < 0.001, as shown in Table 3. The statistical parameters 
such as mean, median, minimum, and maximum values are 
shown in the box plot in Figure  7. The performance was 
observed by selecting randomly 60%, 80%, and 90% data for 
training and 40%, 20%, and 10% data for testing. Finally, the 
performance was compared in the recall, specificity, precision, 
F1‑score, and classification accuracy, calculated by Eq. (8‑11)

( ) TPRecall Re
TP FN

=
+ � (8)

( ) TNSpecificity Sp
TN FP

=
+

� (9)

( ) Pr TPPrecision
TP FP

=
+ � (10)

( )  TP TNClassification Accuracy ACC
TP FP TN FN

+
=

+ + +
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where

TN: TRUE NEGATIVE: correctly classified as normal 
beat (N)

TP: TRUE POSITIVE: correctly classified as VEB (V)

FN: FALSE NEGATIVE: incorrectly classified as N

FP: FALSE POSITIVE: incorrectly classified as V

Figure  8 shows the detected R, Q, and S points of N and 
V beats. Table  4 reports the comparison of classification 
performance when the feature vector was applied to 
machine learning classifiers. The highest abnormal episode 
detection accuracy was achieved with NRMS classifier 
with an accuracy of 95.71% and F1‑score of 77.97% 
for 60% training data, NRMS 97.37% of accuracy and 
87.5% of F1‑score for 80% training data, and 98.68% of 
accuracy and 94.12% of F1‑score for 90% training data. 
KNN classifier reported equal performance to NRMS for 
60% training data, and SVM classifier reported similar 
performance to NRMS for 80% training data in terms 
of accuracy and F1‑score. NMC classifier also reported 
above 95% accuracy for the classification of VEB cardiac 
episodes.

Figure 6: NMC classification method. NMC – Nearest mean classifier
Figure  7: Box plot of normal and VEB cardiac episode features. 
VEB – Ventricular ectopic beat
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The classification results were compared using a radar 
diagram in Figure  9. The larger hexagon represents the 
best performance model. The comparison reports that the 
SVM model performed better than other trained models. 
Similarly, the comparison of CT is shown in Figure 10. The 
SVM model reported the highest CT of 0.37 sec, and NMC 
registered the lowest CT of 0.0031  sec. Therefore, the 
NMC model has shown the highest relative performance 
compared to other models due to its lower CT, as shown 
in Figure 11.

Performance on cross‑database

After testing the proposed framework on the open‑source 
database, the trained models were applied to the proprietary 
database  (DB‑II and DB‑III) to detect the VEB episodes. 
Training database DB‑I and testing database DB‑II and 
DB‑III were denoted as cross‑database. DB‑II and DB‑III 
consist of 514,176 N and 1024 V samples. Since the 
sampling frequency of DB‑II and DB‑III was different from 
trained data (DB‑I), the signals of datasets were upsampled 
to 360 Hz. Next, the upsampled signals were preprocessed, 
and the features presented in Table 2 were extracted.

The ANOVA statistical analysis of extracted features is 
shown in Table  5 and tells that the features of normal and 
VEB cardiac episodes were statistically independent with 
P  <  0.05. The statistical mean, median, minimum, and 
maximum are shown through the box plot in Figure  12. 
Further, the Area Under the reciever operating characteristic 

Curve (AUC) for each feature was computed and is shown 
in Figure  13. The AUC ROC of all features is above 0.5, 
which indicates the discriminatory capability.

The features were applied to the models trained with 42 
N and 42 V randomly selected samples of DB‑I. The 
performance measures on the cross‑database are reported 
in Table  6. In addition, the detected VEB episodes were 
marked on the ECG signal, as shown in Figure 14. Finally, 
the performance was compared in the recall, specificity, 
precision, F1‑score, and classification accuracy, calculated 
by Eq. (8‑11).

The detected episodes were compared with the annotations 
by the cardiologist and calculated the detection accuracy. 
Table  6 reports that the highest accuracy and F1‑score of 
99.97% and 94.37%, respectively, were achieved with the 
NRMS trained model for the VEB episode detection. Other 
SVM, KNN, and NMC models could classify with above 
99% of accuracy and above 90% of F1‑score. The results 
show better precision and F1‑score, along with recall and 
specificity. Due to the unbalance of data, the false positives 
are still more. Here, the lower precision and F1‑score is due 

Table 4: Classification performance analysis
Classifier Recall Specificity Precision F1‑score Accuracy Training–testing ratio (%)
SVM 71.88 98.15 82.14 76.67 95.38 60-40

87.50 98.53 87.50 87.50 97.37 80-20
87.50 100.00 100.00 93.33 98.68 90-10

KNN 71.88 98.52 85.19 77.97 95.71 60-40
87.50 97.79 82.35 84.85 96.71 80-20
75.00 98.53 85.71 80.00 96.05 90-10

NMC 71.88 97.79 79.31 75.41 95.05 60-40
87.50 97.83 82.35 84.85 96.75 80-20
87.50 98.53 87.50 87.50 97.37 90-10

NRMS 71.88 98.52 85.19 77.97 95.71 60-40
87.50 98.53 87.50 87.50 97.37 80-20
100.00 98.53 88.89 94.12 98.68 90-10

SVM – Support vector machine; KNN – K‑means nearest neighbor; NMC – Nearest mean classifier; NRMS – Nearest root mean square

Figure  9: CR comparison of different classification methods for VEB 
classification. CR – Classification result; VEB – Ventricular ectopic beat

Figure 8: Detected R‑peaks, Q and S positioned on raw ECG signal (labeling 
of N and V beats as per annotations given in database record 119). 
ECG – Electrocardiogram
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to fewer V samples available in proprietary datasets DB‑II 
and DB‑III. As mentioned earlier, the test data are taken 
from DB‑II and DB‑III; each record is applied directly to 
extract the features and classify each beat with a trained 
network. Therefore, the test data could not balance the 
number of N and V beats. Figure 15 shows the comparison 
of the classification performance of all proposed models. 
The larger hexagon has resulted from the NRMS classifier 
representing better performance than other trained models.

Further, proposed study has done an experiment by training 
the model with two datasets (DB‑I and DB‑II) tested on the 
third dataset  (DB‑III). Total 84  samples  (N‑44 and V‑44) 
from DB‑I and 20  samples  (N‑10 and V‑10) from DB‑II 
were used to train the model, and the remaining samples 
of DB‑II and DB‑III were used for testing. The results 
obtained (refer to Table 7) were close to Table 6. However, 
the precision and F1‑score were increased by  ~0.7% 
and ~0.2%, respectively.

Tables 6 and 7 infer that the VEB episodes from proprietary 
datasets can be identified by using the models trained with 
open‑source datasets.

Discussion
More populations in developing countries and 
underdeveloped countries have been suffering from cardiac 
diseases for the past few decades. Diagnosis of cardiac 

disease needs an ECG test, a primary requirement for 
the doctor. When a patient is recommended to undergo 
long-term ECG monitoring, finding the abnormal segments 
and diagnosing arrhythmia becomes a time-consuming 
process, which causes the patient's treatment to be 
delayed.  Therefore, the current research has proposed an 
automatic diagnostic system to classify and detect VEB 
cardiac episodes. The proposed framework was tested on 
the open‑source database to classify VEB episodes from 
the normal. The highest accuracy trained model was used 
to detect VEB episodes of the proprietary database.

The proposed study makes use of cross‑database validation 
to ensure the robustness of the developed computer‑aided 
automated beat detection algorithm. Demography‑driven 
availability data will be quite helpful. The following aspect 
shall be considered the combination of the proposed research.
1.	 Automated classification of normal and VEBs using 

multi‑database and cross‑data validation
2.	 NRMS classifier, a new classification method that 

outperforms other existing classical classification 
models like SVM, KNN, and NMC, provides robust 
pattern classification performance

3.	 Normal and VEBs were classified with only five 
features

Table 7: Detection of ventricular ectopic beat episodes using training samples from DB‑I and DB‑II
TP FP TN FN Recall Specificity Precision F1‑score Accuracy

SVM 1015 174 514002 9 99.1211 99.9662 85.3659 91.7307 99.9645
KNN 1003 115 514061 21 97.9492 99.9776 89.7138 93.6508 99.9736
NMC 1016 205 513971 8 99.2188 99.9601 83.2105 90.5122 99.9587
NRMS 1002 94 514082 22 97.8516 99.9817 91.4234 94.5283 99.9775
SVM – Support vector machine; KNN – K‑means nearest neighbor; NMC – Nearest mean classifier; NRMS – Nearest root mean square; 
TP – True positive; FP – False positive; TN – True negative; FN – False negative

Table 5: ANOVA test results on features of normal and 
ventricular ectopic beat cardiac episodes

Feature SS Df MS F P
Pre‑RR 0.1126 1 0.11261 58.34 4.459e‑10
Post‑RR 3.6272 1 3.62725 263.45 7.99901e‑56
QRS 0.76629 1 0.76629 346.72 1.30084e‑71
QR 0.44868 1 0.44868 272.27 1.6008e‑57
RS 0.10942 1 0.10942 39.99 3.12993e‑10
SS – Sum of square; MS – Mean sum of square

Table 6: Detection of ventricular ectopic beat episodes
TP FP TN FN Recall Specificity Precision F1‑score Accuracy

SVM 1011 120 514056 13 98.7305 99.9767 89.3899 93.8283 99.9742
KNN 1003 129 514047 21 97.9492 99.9749 88.6042 93.0427 99.9709
NMC 1014 199 513977 10 99.0234 99.9613 83.5944 90.6571 99.9594
NRMS 1006 102 514074 18 98.2422 99.9802 90.7942 94.3715 99.9767
SVM – Support vector machine; KNN – K‑means nearest neighbor; NMC – Nearest mean classifier; NRMS – Nearest root mean square; 
TP – True positive; FP – False positive; TN – True negative; FN – False negative
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Figure  10: CT comparison of different classification methods for VEB 
classification. CT – Computational time; VEB – Ventricular ectopic beat

[Downloaded free from http://www.jmssjournal.net on Monday, July 24, 2023, IP: 248.180.186.231]



Srinivasulu and Sriraam: Detection of ventricular ectopic beat episodes

246� Journal of Medical Signals & Sensors | Volume 13 | Issue 3 | July-September 2023

4.	 Training and testing procedures with multi‑database 
and cross‑database processes show the proposed 
framework’s relative efficiency in recognizing VEBs.

Most of the literature was done to classify normal and 
arrhythmic beats of the MIT‑BIH Arrhythmia Database. 
Therefore, the current work was also done on the same 

database. As mentioned in the literature, 102, 104, 107, 
and 217 records had paced beats; these are excluded 
from the current work. The parts of ECG contaminated 
with heavy motion artifacts were also excluded from the 
proposed study. Based on the nature of VEBs, the five most 
prominent features such as pre‑ and post‑RR interval, QRS 
duration, and QR and RS slopes were extracted from each 
beat of the ECG signal.

The feature vector was applied to four machine learning 
classification models. The experimentation was done with 
60%–40%, 80%–20%, and 90%–10% training–testing ratios 
to verify the performance of the classification model with 
different data sizes. In three cases, the SVM and NRMS 
models were able to classify the VEB episodes with the 
highest classification accuracy. On the other hand, the KNN 
and NMC models reported comparable performance. The 
proposed framework intends to verify the inter‑database 
performance, i.e., when the different training and testing 
databases. Therefore, after training the classification 
model with the MIT‑BIH Arrhythmia Database, the model 
was applied to the proprietary database. The proprietary 
database consists of the data collected from the hospital 

Figure 13: AUC ROC for individual features. AUC ROC – area under the curve of receiver operating characteristics
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Figure  11: Relative Performance  (RP) comparison of different 
classification methods for VEB classification. RR – Relative Performance; 
VEB – Ventricular ectopic beat

Figure 12: Box plot of normal and VEB cardiac episode features. VEB – Ventricular ectopic beat
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Table 8: Detection of ventricular ectopic beat episodes using equal number of N and V beats
TP FP TN FN Recall Specificity Precision F1‑score Accuracy

SVM 982 13 1011 42 95.8984 98.7305 98.6935 97.2759 97.3145
KNN 985 16 1008 39 96.1914 98.4375 98.4016 97.2840 97.3145
NMC 992 12 1012 32 96.8750 98.8281 98.8048 97.8304 97.8516
NRMS 989 3 1021 35 96.5820 99.7070 99.6976 98.1151 98.1445
SVM – Support vector machine; KNN – K‑means nearest neighbor; NMC – Nearest mean classifier; NRMS – Nearest root mean square; 
TP – True positive; FP – False positive; TN – True negative; FN – False negative

patients using Actiwave Cardio and CardioS devices. 
All the training models predicted VEB episodes from the 
proprietary data with 99% accuracy. As already mentioned, 
the NRMS model has shown better performance; the 
proprietary data were predicted with the highest accuracy 
amongst the other trained models. Further, the proposed 
study also tried with equal number of N and V beats for 
VEB detection. Here, the under‑sampling technique was 
adapted for balancing the data. The under‑sampling process 
randomly removes the samples from the majority class until 
the data distribution gets balanced.[27,28] The samples were 
selected randomly from the normal class and balanced them 
with VEB class. The under‑sampling technique was used 
in the current study since there was no loss of information 
even some samples were removed from the normal 
class. The imbalanced data for the classification problem 
may cause overfitting and bias due to the distribution of 
imbalanced training data but not the testing data. The 
proposed study experimented with imbalance datasets to 
classify and predict the VEB episodes from normal. The 
results presented in Table  8 have reported the comparative 
results with Table 6. However, a number of false negatives 
were increased. This infers that the size of the testing data 
was not significantly affected as the VEB episodes were 
detected separately for each subject.

Finally, the performance of the proposed framework was 
compared with the literature in Table 9.

Table 9 reports the comparison of the proposed framework 
with the literature. Most of the literature focused on ECG 
classification into different arrhythmic beats as AAMI 
beats with many features. Due to the most significant and 
lack of proprietary data availability, the proposed study 
was limited to VEB episodes. Therefore, the performance 
of the proposed framework was compared with available 

minor literature on normal and VEB episode classification. 
From Table  9, it is observed that the proposed framework 
has shown better performance with only five features. 
The proposed work reported less F1‑score than literature, 
resulting in fewer VEB samples than normal samples. 
However, the proposed framework has shown comparable 
performance with the literature mentioned in Table 9.

Conclusion
This article presents a novel signal processing framework 
for detecting VEB  (VEB) cardiac episodes using a 
cross‑database, i.e., a trained classification model with 
an open‑source database was used for predicting the 
VEB episodes from the proprietary database. The 
open‑source data were collected from the MIT‑BIH 
Arrhythmia Database, and proprietary data were collected 
by Actiwave Cardio and CardioS ECG monitoring 
devices. In the first step, all the data were normalized 
to the sampling rate of 360  Hz and preprocessed for 
removing powerline interference and baseline drift using 
basis pursuit sparse decomposition of tunable‑Q wavelet 
transform  (BPSD‑TQWT). The beats in the preprocessed 
signal were annotated as normal and VEBs by the experts. 
Five features, namely pre‑  and post‑RR intervals, QRS 
duration, and QR and RS slopes, were extracted from 
each ECG beat in the second step. In the third step, 
all the features were applied to four machine learning 
classification models to test the classification performance. 
Here, it is observed that the NRMS model reported the 

Figure  15: CR comparison of different classification methods. 
CR – Classification result

Figure 14: Predicted ventricular ectopic beat episode marking on the ECG 
signal. ECG – Electrocardiogram
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highest accuracy of 98.68% and F1‑score of 94.12%, 
recall rate of 100%, specificity of 98.53%, and precision 
of 88.89%, which has shown better performance to other 
trained models. In the fourth step, the trained models were 
used to predict VEB episodes of the proprietary database. 
The NRMS model achieved a better prediction rate among 
four trained models with a reported accuracy of 99.97%, 
F1‑score of 94.54%, recall rate of 98.62%, specificity of 
99.98%, and precision of 90.79%. Finally, the performance 
results were compared with the literature and found that 
the proposed framework can be used in the automatic 
diagnosis system to detect VEB cardiac episodes. Further, 
the research work can be extended to other arrhythmia 
episodes, which lead to a more accurate and fast diagnosis 
of cardiac diseases.
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