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Abstract
Background: Drowsy driving is one of the leading causes of severe accidents worldwide. In this 
study, an analyzing method based on drowsiness level proposed to detect drowsiness through 
electroencephalography (EEG) measurements and vehicle dynamics data. Methods: A driving 
simulator was used to collect brain data in the alert and drowsy states. The tests were conducted on 
19 healthy men. Brain signals from the parietal, occipital, and central parts were recorded. Observer 
Ratings of Drowsiness (ORD) were used for the drowsiness stages assessment. This study used an 
innovative method, analyzing drowsiness EEG data were in respect to ORD instead of time. Thirteen 
features of EEG signal were extracted, then through Neighborhood Component Analysis, a feature 
selection method, 5 features including mean, standard deviation, kurtosis, energy, and entropy 
are selected. Six classification methods including K‑nearest neighbors (KNN), Regression Tree, 
Classification Tree, Naive Bayes, Support vector machines Regression, and Ensemble Regression 
are employed. Besides, the lateral position and steering angle as a vehicle dynamic data were used 
to detect drowsiness, and the results were compared with classification result based on EEG data. 
Results: According to the results of classifying EEG data, classification tree and ensemble regression 
classifiers detected over 87.55% and 87.48% of drowsiness at the moderate level, respectively. 
Furthermore, the classification results demonstrate that if only the single‑channel P4 is used, higher 
performance can achieve than using data of all the channels (C3, C4, P3, P4, O1, O2). Classification 
tree classifier and regression classifiers showed 91.31% and 91.12% performance with data from 
single‑channel P4. The best classification results based on vehicle dynamic data were 75.11 through 
KNN classifier. Conclusion: According to this study, driver drowsiness could be detected at the 
moderate drowsiness level based on features extracted from a single‑channel P4 data.

Keywords: Driving simulator, drowsy driving, electroencephalography signal, feature extraction, 
signal classification, supervised learning methods, vehicle dynamics
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Introduction
Drowsy driving is an important cause of 
fatal accidents. Drowsy drivers have a 
low level of consciousness and cognition 
about their environment. Making the right 
decisions becomes increasingly difficult 
for the driver. Drunk driving is just as 
dangerous as drowsy driving.[1]

Drowsiness can be determined by the 
drivers’ faces gestures, vehicle dynamics, 
and physiological signals. Physiological 
signals can be determined regardless of the 
driver’s driving ability or the environment 
they are driving in.[2,3] The combination 
of electroencephalography (EEG), 

electrooculography, and driving quality 
signals was used by Noori et al. to detect 
driver drowsiness.[4] EEG signals are the 
best descriptors of sleep state compared to 
other physiological methods for detecting 
driver drowsiness.[2,4,5] In addition, the 
logarithm of energy of the signal as well as 
Higuchi’s and Petrosian’s fractal dimension 
was used to detect drowsiness using the 
two‑tailed t‑test method.[6] There are four 
major bands in EEG signals, and some 
actions have their own spectral domains. 
Four frequency bands of EEG signals are 
delta (0.5–4 Hz), theta (4–8 Hz), alpha 
(8–13 Hz), and beta (12–30 Hz). During 
relaxation state and closed eyes, the brain’s 
parietal and occipital regions produce alpha 
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waves.[7] As opposed to this, the frontal area generates beta 
waves that involve thinking and making a decision.[8] There 
is a higher rate of alpha waves being emitted in a drowsy 
state compared to alertness.[9]

EEG signals can be analyzed by various methods, such as 
fast Fourier transform (FFT) and the wavelet transform. 
Due to the non‑stationary nature of the EEG signal, it is 
essential to consider both frequency and time domain 
features simultaneously to perform reliable analysis. 
Time‑frequency analysis includes the wavelet transform, 
which is an extremely powerful method. Using wavelet 
transforms and FFT, Akin demonstrated the major 
advantage of wavelet transforms over Fourier transforms 
in detecting disease in the brain that allows both time and 
frequency information to be obtained.[10] By passing the 
time‑series signal through both high and low pass filters, 
the wavelet decomposition can be obtained. Continuous 
wavelets and discrete wavelets are the two forms of the 
wavelet transform. In processing and analyzing EEG 
signals, the Discrete Wavelet Transform (DWT) has 
been prominently utilized. Low computation times and 
ease of implementation are two benefits of DWT.[11] For 
epilepsy EEG signal classification, several studies have 
used DWT[12,13] and also there have been several studies 
using DWT to detect Alzheimer’s.[14] EEG signals contain 
information about the signal that can be gleaned from 
their features. As part of the visual perception and mental 
imagery of paintings tasks, Shourie classified participants 
based on EEG features such as energy, average, standard 
deviation, and entropy.[15]

It is extremely challenging to process the EEG signal 
due to artifacts. A number of events can result in these 
artifacts, such as blinking eyes and heart pulses. In other 
words, many physiological signals appear on EEG data 
including electrocardiograms, electromyography, and 
electrooculograms. EEG signals can be removed from 
artifacts using independent component analysis (ICA). 
The researchers used ICA to detect and eliminate the eye 
artifacts and to detect signals from two categories of danger 
and information words.[16]

Scientists use multiple types of classifiers for the 
classification of EEG signals. Based on neuro‑fuzzy 
algorithms and K‑nearest neighbors (KNN), distinguishing 
Alzheimer’s from other brain disorders is possible.[17] KNN 
classifier was used to recognize emotional cues using an 
autoregressive model of EEG signals during visual and 
auditory inductions.[18] Support vector machines (SVM) 
were used by Rasekhi et al. to classify epileptic patients’ 
EEG data into preictal and non‑preictal seizure classes.[19] 
In order to detect motor imagery signals, Wang and Zhang 
used the Naive Bayes classifier.[20] In Prasad et al.’s study, 
the EEG data in the lower gamma band (30–40 Hz) were 
classified by logistic Ensemble Regression.[21]

For monitor driver drowsiness levels, using a limited 
number of electrodes is desired.[22‑25] In[22,23] a few numbers 
of channels, and in[24,25] a single‑channel were applied. 
Nevertheless, the analysis of EEG channels over a number 
of channels shows how the EEG signal changed during the 
transition from being awake to extreme drowsiness. EEG 
data obtained from a single channel can be analyzed more 
quickly with high accuracy. These data are preferable for 
real‑world application. During the transition from being 
awake to extreme drowsiness, the EEG signal of midline 
sites (e.g., F4, C4, P4, and O2) undergoes significant 
changes in its frequency and amplitude.[26] The correlation 
analyses performed by Lin and colleagues evaluate the 
relationship between the smoothed driving error and the 
log sub‑band power spectrum of the EEG signals. Their 
results indicate that P4 and PZ are suitable channels for 
tasks related to drowsiness detection.[27]

Using spectral features of multiple independent brains 
sources, a study proposed a perceptual function integration 
system to detect the driver’s alertness and drowsiness 
states. The activation of the different cortical sources of the 
brain is highly correlated with changes in alertness state, 
which was demonstrated by the analysis of the data.[28] 
Correa et al. designed a neural network to detect driver 
drowsiness. With the aid of spectral, and wavelet analyses, 
the study developed a method to automatically detect the 
drowsiness stage. To distinguish alertness from drowsiness, 
19 features were computed from only one EEG channel. 
Seven parameters were chosen by using Wilks’ lambda 
criteria to use as input to a neural network classifier.[29] 
Hajinoroozi et al. developed a novel channel‑wise CNN 
based on raw EEG data and ICA for the evaluation of 
driver fatigue.[30]

In our last study, we designed a novel convolutional 
neural network to detect drowsiness based on alpha 
spindle detection.[31] This study aims to propose a more 
applicable and practical method for driver drowsiness 
detection in real‑world use. In this method, the EEG 
signal features in respect to ORD, in other words in 
respect to drowsiness level, were investigated for drivers 
at alert and drowsy state. To get the result, EEG data 
classified into alert and drowsy categories using KNN, 
SVM, Decision Tree machines, Naive Bayes, and 
Ensemble Regression method. Major contributions of this 
study are as follows:
• Based on EEG recordings, moderate drowsiness 

is distinguishable from fatigue and extreme 
drowsiness;

• 91% accuracy can be achieved in detecting 
drowsiness using five EEG features of single‑channel 
P4 which are easily and quickly can be computed 
and made this method more applicable for real‑world 
application
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• An EEG pattern was mainly observed, first ascending 
up from alertness to the moderate drowsiness state and 
then descending to extreme drowsiness state;

• The elapsed time does not provide a reliable indicator 
of driving drowsiness. Thus, this paper replaces the 
observer rating of drowsiness with the time.

Materials and Methods
Drowsiness assessment

By observing the driver, experts can assess driver 
drowsiness. Three observers who are experts in drowsiness 
measure drive behavior and facial signs to calculate the 
Observer Rate of Drowsiness (ORD). There are five levels 
of drowsiness, respectively: Alertness, slight drowsiness, 
moderate drowsiness, very drowsiness, and extreme 
drowsiness. This study analyzed EEG signals using 
drowsiness scores instead of time because, during driver 
drowsiness tests, the driver may begin to become alert after 
several epochs of being drowsy. The ORD levels are shown 
in Table 1.

Driving simulator

Nasir Semi 003 was used to conduct drowsiness tests. C++ 
programming and UnrealTM 4 graphics engine are used to 
develop the driving simulator’s 14 DOF dynamic model. 
Sample rates of 30 Hz were employed to record dynamic 
data about the vehicle. The steering wheel, shift sticks, 
and pedals allow the driver to control the simulator. The 
driving simulator and data collection tools are shown in 
Figure 1.

There is a 67 km quasi‑circle highway with three lanes 
and designated so that a drowsy driver can exit the road if 
no torque is applied. Pedestrians and other vehicles were 
not on the road, so there were no sharp turns to confuse 
drowsy drivers. It is allowed to drive at a maximum speed 
of 100 km/h and a minimum speed of 80 km/h.

Participants

Tests for drowsiness were conducted on nineteen healthy 
and licensed male subjects. Their ages ranged from 26 to 50. 
The driving scene from the third‑person perspective and the 
driving path are shown in Figures 2(a) and 2(b), respectively. 
None of the participants suffer from sleep disorders, nor are 
they addicted to alcohol, drugs, or cigarettes. Before each 
test, all participants receive a complete description of the test 
protocol. A questionnaire was used to collect information 
about their lifestyle, sleep, and health. On the night before 
the test, participants were asked to sleep at their usual 
bedtime and not to drink any tea or coffee. Maintenance of 
Wakefulness Test (MWT) a few days prior to the driving tests 
identified participants with insufficient ability to withstand 
drowsiness during the given time period. The purpose of 
the MWT test is to keep subjects alert for 40 min without 
engaging in any activity. The test is stopped if subjects fall 
asleep three times in the first stage of sleep, or once in any 

of the other stages. MWT test results revealed that three 
subjects were excluded from the driving trials based on their 
abnormal behavior. Therefore, nineteen subjects underwent 
driving tests. The test protocols have been approved by 
the ethics committee of the cognitive and science council’s 
Institutional Review Board (Grant No. 1307). According to 
the Declaration of Helsinki, the procedures were followed.

Signal preprocessing

(C3, C4, P3, P4, O1, O2) EEG channels were evaluated and 
Cz was used as a reference. Preprocessing and denoising 

Figure 2: The following are the maps: (a) Driving scene from the third‑person 
perspective; (b) 67‑km closed‑loop driving expedition[3]

ba

Table 2: lists the categories of each classifier
Types Instance‑based 

learning
Logic‑based 
algorithms

Support 
vector 
machines

Statistical 
learning 
algorithms

Classifier KNN Regression 
tree, Ensemble 
regression

SVM, SVM 
regression 
model

Naive 
Bayes 
model

KNN ‑ K‑nearest neighbors; SVM ‑ Support vector machine

Table 1: The levels of observer ratings of drowsiness[31]

Drowsiness 
level

1 2 3 4 5

Driver status Not 
drowsy

Slightly 
drowsy

Moderately 
drowsy

Very drowsy 
(fatigue)

Extremely 
drowsy

Figure 1: Nasir Semi 003™ driving simulator[3]
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the EEG data are necessary due to the low signal‑to‑noise 
ratio. EEG data is tested for outliers using Grubbs’ outlier 
test. There is a 4th‑order zero‑lag Butterworth band‑pass 
filter applied to remove out‑of‑band noise (between 0.1 and 
31 Hz) after removing outliers; the frequency of the power 
line interferences is 50 Hz. Data were divided into 30 s 
epochs after denoising. Figure 3 shows the flow chart of 
signal preparation for classification.

Feature selection

In this paper, Neighborhood Component Analysis (NCA) 
method is used for feature selection. With NCA 
classification problems can be resolved with the greatest 
level of accuracy. Further, NCA is capable of reducing 
computational costs through features selection and 
dimensional reduction. As part of an NCA analysis, S 
represents the training set:[32]

( ){
{ }

i i i iS = a , b ,  i = 1,2,…n,   a   is a features vector and b  
is drowsiness state = “alerts”, “drowsy”

 (1)

Where the feature vector is a 13‑dimensional vector 
consist of extracted features including (variance, standard 
deviation, shape factor, RMS, range, geomean, energy, 
average, entropy, and power spectrum for each frequency 
band [delta, theta, alpha, beta]). There is accuracy for 
classification:[32]
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Where fw denote the feature weights, and bij is 1 when 
bi=bj and otherwise it is 0. a and  are inputs parameter. 
And finally, the last step is finding the maximum of the 
derivation of accuracy (fw) function.[32]
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Figure 3: Flowchart of signal preparation for classification
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Where γ is regularization parameter. By setting a =  = 
2 and γ = 1, the most reasonable feature weights can be 
achieved.[32]

Signal decomposition

DWT can be used for signal decomposition. DWT is 
based on a method of decomposing signals with multiple 
resolutions. In wavelet theory, the wavelet transform can 
be modeled as a combination of low‑pass filters G and 
high‑pass filters H. G(z) represents the z‑transform of the 
filter G. Complementary high‑pass filters can be defined as 
follows:[33]

( ) ( )‑1H z = zG ‑z   (4)
The following formula can be used to determine a sequence 
of filters:[33]

( ) ( ) ( ) ( ) ( ) ( )i i2 2
i+1 i i+1 iG z = G z G z ,  H z = H z H z  (5)

Time‑domain expression of a two‑scale relation is:[33]

( )( ) ( )
( ) [ ] ( ) [ ] ( )i i(i+1) i i+1 i2 2

g k = g g k h (k)= h h k
↑ ↑

 (6)

Where [*]↑m indicates the up‑sampling by a factor of m. By 
decomposing the signal into a coarse approximation and 
detail information, the DWT analyzes the signal at different 
frequency bands, with different resolutions. Two sets of 
functions are used by the DWT, known as scaling functions 
and wavelet functions, which are related to low‑pass and 
high‑pass filters. By using sequences of high‑pass and 
low‑pass filters on the time domain signal, the signal 
is decomposed into different frequency bands. Figure 4 
illustrates a schematic representation of the multi‑resolution 

decomposition of signal X(n). There are two digital filters 
including a High‑pass filter, H(.) and a low‑pass filter, G(.) 
and two downsamplers in each stage of the scheme.

Classification

There are four types of classification algorithms 
including logic‑based algorithms, statistical 
learning algorithms, perceptron‑based techniques, 
and instance‑based learning.[34] The problem with 
perceptron‑based techniques is they have an implicit 
underlying probability model and they are inefficient 
for predicting driving behavior, for this reason, they are 
ignored. Data are labeled with a real value in logic‑based 
algorithms; the decision being made is to predict a value 
for new unpredicted data. There are statistical learning 
algorithms, which determine the probability of an 
instance belonging to each class.[35] The instance‑based 
learning algorithm uses data labeling to classify 
participants into either drowsy or alert. Each classifier 
and its combination are selected from the categories. 
In this study, six classification methods were used for 
supervised learning. KNN, regression tree, SVM, SVM 
regression model, Naive Bayes model, and ensemble of 
learners for regression were used as classifiers. Table 2 
lists the categories of each classifier.

Figure 5: The lateral position of the vehicle[36]

Figure  6:  The  simplified model  of  the  electric  power which  includes  a 
steering angle sensor[37]

EEG
 (0-32 Hz)

X[n]

H[n] ↓2
Beta 

(16-32 Hz)

G[n] ↓2 A1 
(0-16 Hz)

H[n] ↓2 Alpha 
(8-16 Hz)

G[n] ↓2 A2
 (0-8 Hz)

H[n] ↓2 Theta 
(4-8 Hz)

Delta 
(0-4Hz)↓2G[n]

Figure 4: Decomposition of EEG signal by using discreet wavelet analysis
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Figure 7: The variation of features during transition from alertness to drowsiness state including (a) variance, (b) average, (c) standard deviation, (d) shape 
factor, (e) kurtosis, (f) range, (g) energy, (h) RMS, (i) entropy, and power spectral of (j) delta, (k) theta, (l) alpha, (m) beta bands

a b c

d e f

g h i

j k l

m
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Regression‑tree classifier is an effective classification 
technique is decision tree. In this method, every element 
of the classification domain is referred to as a class. An 
internal (non‑leaf) node of a decision tree or classification 
tree is labeled with an input feature. SVM is surprised 
learning model, which builds a hyperplane or set of 
hyperplanes in an infinitum or high dimensional space. 
Using different kernel functions as decision functions, 
SVM controls the sparseness of data by controlling the 
margin. Naive Bayes is an effective classifier, based on 
the maximum likelihood principle. The class label c can 
be assigned to an unknown sample with features x, i.e., 
choose the class with the highest posterior probability 
based on observed data. In KNN classifier, a neighbor is 
chosen based on the smallest difference in the intended 
property of a set of adjacent objects. KNN classifier is 
easy to interpret, and it has a low calculation time, high 
predictive power.

Vehicle dynamic data

To detect driver drowsiness based on vehicle dynamic 
data, the lateral position of the vehicle and steering angle 
were selected. The mean of them was fed into classifiers to 
classify data into two categories “alert” and “drowsy.”

The lateral position

To determine the lateral position of a vehicle, the distance 
between the centerline of the road and a vehicle’s position 
has been used. As show in Figure 5, the lateral position of 
a vehicle is indicated.

Steering angle

The Steering Angle Sensor is an important part of a 
vehicle’s safety system. It transmits the steering wheel’s 
rate of turn, wheel angle, and other important data to 
the specific vehicle’s computer. Figure 6 indicates the 

simplified model of the electric power steering system, 
which includes a steering angle sensor.

Results
Feature extraction of EEG signal

Participants in the VR‑based highway‑driving study 
included nineteen healthy people. Data from the EEG 
channels (C3, C4, P3, P4, O1, O2]) of subjects used 
to detect driver drowsiness. Thirteen features of EEG 
signal were investigated, including variance, standard 
deviation, shape factor, RMS, range, kurtosis, energy, 
average, entropy, and power spectrum for each frequency 
band (delta, theta, alpha, beta). During the transition from 
alertness to drowsiness state, the change in these features is 
indicated in Figure 7.

Feature selection was carried out using NCA in this study. 
In this method, significant features are those with a high 
weight to classify data. An irrelevant feature has negligible 
weight. Figure 8 displays the weights associated with each 
feature in EEG classification into “drowsy” or “alert.” 
Figure 8 shows that feature weights of mean, standard 
deviation, kurtosis, Energy, and Entropy are more than 1.5. 
Therefore, NCA analysis of EEG data suggests that these 
features are more preferred than others for classifying 
alertness and drowsiness.

Feature extraction of vehicle dynamic data

To detect driver drowsiness based on vehicle dynamic 
data, lateral position of the vehicle and steering angle 
were selected. The mean of them was fed into classifiers 
including KNN, Regression Tree, SVM, Classification Tree, 
Naive Bayesian, SVM Regression, Ensemble Regression to 
classify data into two categories “alert” and “drowsy.”

During the transition from alertness to drowsiness, 
fluctuations of the lateral position of the vehicle are 

Figure 8: Weights of extracted features for drowsiness classification
Figure 9: The variation of the lateral position of the vehicle during transition 
from alertness to drowsiness state
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indicated in Figure 9. As shown by the figure, drivers in 
the awake state are more likely to drive freely with greater 
confidence since they know they can control the vehicle. 
When drivers are slightly drowsy, they try to drive in the 
middle of the road because they are aware that their ability 
to control the car is reduced, so they drive more carefully. 
Once the driver’s ORD has increased to moderate and 
extreme drowsiness, they cannot resist sleep anymore. 
They will no longer be able to hold the vehicle on the road, 
so they will end up driving in higher lateral positions.

The change in steering angle during the transition from 
alertness to drowsiness state is shown in Figure 10. By 
considering this figure and figure (lateral position), the 

awake driver also has a high lateral position, but he can 
control the car by applying a greater steering angle. On 
the other hand, when they are moderately and extremely 
drowsy, they have insufficient steering angles, which result 
in them going off the road. But in the slight drowsiness, 
according to figure (lateral position), try to drive in the 
centerline, for staying on the road they have to applying a 
smaller steering angle.

Classification result based on EEG data

The extracted features including mean, standard deviation, 
kurtosis, energy, and entropy serve as the input parameters 

Table 3: The classification result of all channels
Subjects Accuracy of classifiers

KNN Regression tree SVM Classification tree Navie Bayes SVM regression Ensemble regression
1 78.33 81.67 76.67 86.67 83.33 71.67 85.00
3 82.13 85.80 79.10 87.31 89.58 76.14 84.41
4 81.24 87.24 85.96 88.52 82.11 71.10 87.24
5 78.45 76.73 72.39 78.58 74.99 66.27 79.25
6 94.44 92.59 57.41 98.15 94.44 57.41 96.30
7 93.46 93.82 86.94 94.91 86.21 80.05 94.91
8 77.78 70.83 65.28 72.22 48.61 50.16 72.22
9 74.43 70.57 55.72 72.69 55.49 41.93 75.10
10 85.01 83.76 64.32 85.85 80.98 55.54 87.93
11 72.22 79.72 72.64 80.97 78.33 79.44 79.72
12 95.45 95.45 80.30 95.45 94.70 57.58 93.18
13 99.26 98.89 87.41 99.26 97.78 91.85 99.26
14 96.94 97.79 97.43 97.53 96.32 96.27 97.89
15 96.35 97.33 96.60 95.58 95.33 96.52 96.64
16 89.39 75.76 75.76 75.76 83.33 63.64 86.36
18 96.64 96.46 96.05 95.68 95.77 95.26 96.56
19 78.33 78.03 79.27 80.45 80.02 78.67 78.45
Average 85.85 86.29 78.09 87.55 83.38 72.36 87.48
KNN ‑ K‑nearest neighbors; SVM ‑ Support vector machine

Figure 10: The variation of the steering angle during transition from 
alertness to drowsiness state

Figure 11: The result of using classifiers including the KNN, Regression 
Tree, SVM, Classification Tree, Naive Bayes, SVM-Regression, Ensemble 
Regression classifier for driver drowsiness detection based on 
single‑channel C3, single‑channel C4, single‑channel P3, single‑channel 
P4, single‑channel O1, single‑channel O2, and data of all channels {C3, C4, 
P3, P4, O1, O2} together
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Table 4: The classification result of vehicle dynamic data
Subjects Accuracy of classifiers

KNN Regression tree SVM Classification tree Navie Bayes SVM regression Ensemble regression
1 67.33 53.67 76.67 63.67 55.67 74.33 57.43
3 73.13 58.1 74.31 68.8 65.14 73.58 60.41
4 68.24 64.96 72.52 70.24 46.1 71.11 59.24
5 70.45 60.39 59.58 60.73 28.27 62.99 52.25
6 78.44 35.41 79.15 79.59 25.41 75.44 69.3
7 82.46 62.94 81.91 79.82 71.05 75.21 56.91
8 64.78 35.28 61.22 49.83 33.16 33.61 48.22
9 57.43 35.72 59.69 48.57 15.93 41.49 41.1
10 72.01 43.32 75.85 63.76 32.54 62.98 57.93
11 60.22 43.64 57.97 57.72 68.44 59.33 45.72
12 82.45 65.3 86.45 75.45 33.58 76.7 61.18
13 86.26 69.41 76.26 79.89 82.85 82.78 67.26
14 88.94 70.43 82.53 87.79 65.27 80.32 66.89
15 87.35 69.6 80.58 78.33 76.52 83.33 74.64
16 78.39 47.76 53.76 55.76 56.64 66.33 60.36
18 86.64 68.05 80.68 80.46 72.26 80.77 72.56
19 72.33 51.27 64.45 68.03 49.67 70.02 52.45
Average 75.11 55.01 71.98 68.73 51.68 68.84 59.05
KNN ‑ K‑nearest neighbors; SVM ‑ Support vector machine

to the KNN, Regression Tree, SVM, Classification Tree, 
Naive Bayesian, SVM Regression, Ensemble Regression 
classifiers. Ninety percent of each subject’s data were 
used as training data, and the rest as testing data. The 
single‑channel P4 has been proven to effectively detect 
driver drowsiness in several studies.[27,31] Drowsiness is 
detected in the first step based on the data of all channels. 
After that, only data of single‑channel P4 were used, and 
the results were compared. The classification results for All 
channels for each subject are shown in Table 3.

Figure 11 shows the results of using various classifiers, 
including KNN, Regression Tree, SVM, Classification Tree, 
Naive Bayes, SVM Regression, and Ensemble Regression. 
Firstly, each channel’s data is classified, and then all of 
the channels’ data is used for classification. Figure 11 
shows the classification results for every channel (such 
as C3, C4, P3, P4, O1, O2) and the classification results 
for all channels taken together (C3, C4, P3, P4, O1, 
O2). Figure 11 compares the results from the different 
channels to demonstrate the P4 channel’s potential to detect 
drowsiness. It is still the single‑channel P4 that provides 
the best classification results even after taking into account 
all the channel data. Based on the single‑channel P4, the 
classification performance was found to be: 89.44%, 
91.12%, 79.43%, 91.31%, 83.62%, 69.95%, and 90.16%, 
respectively. Furthermore, the classification results reveal 
that regression and classification tree should have the most 
success in classifying drowsy data.

Classification result based on vehicle dynamic data

The mean of lateral position and steering angle were 
used to classify vehicle dynamic data into two categories 

“alert” and “drowsy.” The KNN, Regression Tree, SVM, 
Classification Tree, Naive Bayesian, SVM Regression, 
Ensemble Regression classifiers were employed on data. 90 
percent of each subject’s driving data were used as training 
data and the rest as testing data. The classification results 
for vehicle dynamic data for each subject are shown in 
Table 4.

Figure 12 shows the results of using various classifiers, 
including KNN, Regression Tree, SVM, Classification Tree, 
Naive Bayes, SVM Regression, and Ensemble Regression. 
Based on the vehicle dynamic data, the classification 
performance was found to be: 75.11%, 55.01%, 71.98%, 
68.73%, 51.68%, 68.84%, and 59.05%, respectively. 

Figure 12: The result of using classifiers including the K-nearest neighbors, 
Regression Tree,  Support  vector machines, Classification Tree, Naive 
Bayes, Support vector machines‑Regression, Ensemble Regression 
classifier for driver drowsiness detection based on EEG signal of (C3, C4, 
P3, P4, O1, O2) channels and single channel P4, and vehicle dynamic data
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Furthermore, the classification results reveal that KNN has 
the most performance in classifying drowsy data about 75%.

Discussion
This study investigated the behavior of the EEG signal 
during driving and drowsiness in healthy individuals. 
Participants completed questionnaires about nicotine 
and alcohol addiction, their health, and their daily sleep 
schedules. There were no addictions or sleep disorders 
among the participants. A driving simulator test was 
conducted on 19 male participants. We measured the 
drowsiness levels of drivers using the ORD method, which 
is nonintrusive and nondistractive.

Detection of driver drowsiness must be done in the 
beginning of serious drowsiness signs. This time is the 
golden time which early enough to effective prevention of 
drowsy driving dangers and fatal crashes. In the moderate 
level of drowsiness (ORD = 3), a driver still can control the 
vehicle, and the vehicle is more likely to be in its lane [as 
shown in Figure 9]. Having a small amount of warning will 
quickly make him aware of his surroundings and he/she 
can effectively control his vehicle and prevent accidents. 
However, drowsy driver loses control of vehicle at higher 
level of drowsiness (ORD ≥4), and usually drives with the 
higher lateral position [Figure 9] and drives outside the 
road, so not only they will not have enough time to prevent 
an accident, but they will likely overreact to the warning, 
such as applying a very strong steering force that overturns 
the car.

With respect to ORD, five features are extracted. They are 
including mean, standard deviation, kurtosis, energy, and 
entropy, which drastically change at the moderate level of 
drowsiness compared to their amounts in the alertness state. 
Different types of classifiers incorporate these features. 
Using single‑channel P4 data, the classification tree, 
regression tree, and ensemble regression classifiers achieve 
a performance that’s higher than 90%, and when using all 
channels’ data (C3, C4, P3, P4, O1, O2), the performance 
is higher than 86%.

For real‑world applications, single‑channel data are 
preferred over multiple channels since it facilitates faster 
data processing; meanwhile, a single channel is more 
convenient for drivers and less intrusive. Besides, using 
a single channel is intended to reduce computational 
complexity. The main purpose of this article is to detect 
driver drowsiness using a single‑channel P4 sensor. This 
simplifies computation, reduces cost, and is less intrusive 
to drivers because data is collected from only one channel. 
Further, a single channel drowsiness detection method is 
more practical in real‑world, as placing many electrodes 
requires expert knowledge about electrode locations, an 
inefficient approach.

In our previous study[31] drowsiness was detected through 
a convolutional neural network based on the detect alpha 

spindle. It also needed to compute the continuous wavelet 
analysis of the signal for detection of alpha spindles. Due 
to its heavy computations, the previous method has a 
notable delay in the real‑world application. In the detection 
of driver drowsiness, time has a significant role because 
the vehicle has dynamic, and it takes time to control it, 
so drowsiness must be detected without any considerable 
delay and as fast as possible. This proposed method can 
detect drowsiness based on features of the raw EEG 
signals; therefore, its computation can be done faster. In 
consequence, this method is more desired, practicable, and 
feasible in real‑world and online applications.

Several features made this study unique, and it hardly 
can be compared with other studies in the field of detect 
drowsiness based on EEG signal:
•	 This study uses ORD to measure drowsiness level, 

which in contrast with other methods, doesn’t disturb 
the driver and doesn’t affect their drowsiness level. 
In ORD method, driver drowsiness level measured 
based on the scores that three dedicated expert and 
trained observers assigned to the driver based on 
their facial and driving behavioral signs. All other 
studies used intrusive methods for measure drowsiness 
level. They use reaction‑time based method or driver 
self‑assessment method
•	 Most of the other studies try to measure driver 

drowsiness level based on their reaction time 
and ignoring the important fact that these events 
increase the awareness level of drivers. In fact, 
when an event happens the reaction time of driver is 
completely related to him/her driving skills and they 
are not in a drowsy state anymore

•	 The other studies use driver self‑assessment method, 
ask driver to assess his/her drowsiness level, this 
method obviously increase driver awareness level 
and can be considered as a warning method to 
prevent drowsiness.

•	 All other studies are consisting of event‑reaction‑based 
scenarios. However, most of the driver drowsiness 
accidents not happen in the crowded roads with lots 
of obstacles and usually happen in boring monotonous 
roads. Our driving simulator tests simulated more 
realistic conditions of accidents due to drowsiness

•	 The moderate drowsiness detected in this study, 
whereas the drowsiness studies usually aim to detect 
fatigue at a level after moderate drowsiness, in fatigue 
state ORD = 4 while in moderate drowsiness ORD = 3

•	 Last, but not least, in this study data were analyzed 
based on ORD, in other words, based on the level of 
drowsiness. Because time does not provide a reliable 
indicator of driving drowsiness.

This study achieved a high performance in detecting 
moderate drowsiness, especially the result of using 
single‑channel P4 is entirely desirable. The moderate 
drowsiness level is a level before fatigue. At the fatigue 
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level, the drivers start to lose control of the vehicle, and 
symptoms of drowsiness appear in the vehicle dynamic 
data features such as lateral position. But before that, 
at moderate drowsiness, there are very weak symptoms 
of drowsiness in the vehicle dynamic data. However, 
drowsiness symptoms of drowsiness are detectable in EEG 
signals from the beginning of drowsiness. In this study, the 
classification results based on EEG data were compared to 
vehicle dynamic data to obtain a more accurate assessment 
of the results. The results of the classification based on 
EEG signal show incredibly higher performance than the 
classification based on vehicle dynamic data in detecting 
moderate drowsiness. So, these results show EEG is more 
powerful to detect drowsiness earlier than vehicle dynamic 
data.

Conclusion
In this study, the EEG signals were used for driver 
drowsiness detection at the moderate level of 
drowsiness (ORD = 3). EEG data were analyzed in respect 
to ORD instead of time. Several supervised learning 
methods were used to classify EEG features, including 
regression‑based and multiclass classifiers. Nineteen 
healthy controls participated in driving simulator tests. 
The EEG data were collected from the (C3, C4, P3, P4, 
O1, O2) channels, and the reference channel was Cz. The 
EEG signals are divided into 30 s epochs, and ORD was 
used to measure drowsiness levels for each EEG epoch. 
Five features, including mean, standard deviation, kurtosis, 
energy, and entropy, were extracted for each epoch and used 
as input to classifiers. Results showed that the classification 
tree and regression classifiers were 87 percent accurate 
with all channels and 91% accurate with single‑channel 
P4. These results show Drowsiness can be detected most 
accurately based on single‑channel P4 data. Besides, the 
result of comparing drowsiness detection methods based on 
vehicle dynamic data and EEG data show, EEG data have 
significantly higher potential to detect drowsiness at the 
moderate level. Single‑channel P4 provide an opportunity 
to develop an EEG drowsiness detection device that is 
practical and applicable. Because P4 is located near the 
ear and auditory cortex, it is possible to in feature design 
a drowsiness detection device that collects data specifically 
from P4. Furthemore, in feature works, In‑Ear EEG devices 
can use to collect data from the P4 channel to detect driver 
drowsiness in real‑world use.
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