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Abstract
Background: The fusion of images is an interesting way to display the information of some 
different images in one image together. In this paper, we present a deep learning network approach 
for fusion of magnetic resonance imaging (MRI) and positron emission tomography (PET) images. 
Methods: We fused two MRI and PET images automatically with a pretrained convolutional 
neural network (CNN, VGG19). First, the PET image was converted from red‑green‑blue space to 
hue‑saturation‑intensity space to save the hue and saturation information. We started with extracting 
features from images by using a pretrained CNN. Then, we used the weights extracted from two 
MRI and PET images to construct a fused image. Fused image was constructed with multiplied 
weights to images. For solving the problem of reduced contrast, we added the constant coefficient 
of the original image to the final result. Finally, quantitative criteria (entropy, mutual information, 
discrepancy, and overall performance [OP]) were applied to evaluate the results of fusion. We 
compared the results of our method with the most widely used methods in the spatial and transform 
domain. Results: The quantitative measurement values we used were entropy, mutual information, 
discrepancy, and OP that were 3.0319, 2.3993, 3.8187, and 0.9899, respectively. The final results 
showed that our method based on quantitative assessments was the best and easiest way to fused 
images, especially in the spatial domain. Conclusion: It concluded that our method used for 
MRI‑PET image fusion was more accurate.
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Introduction
Fusion images are a combination of images 
from different modalities into one image 
for a different purpose. Medical images 
have different modalities, and each of 
them contains specific information and 
application for physicians. In clinical 
diagnosis, physicians usually need different 
image modalities such as X‑ray based 
images, such as radiography and computed 
tomography (CT), or radiofrequency waves 
based, such as magnetic resonance imaging 
(MRI) that all these methods are used to 
capture high‑resolution anatomical images 
within patient bodies, and also images such 
as positron emission tomography (PET) 
and single‑photon emission computed 
tomography (SPECT) that provide low 
spatial resolution functional images. 
Hence, with image fusion, physicians 

can see two different modalities in one 
image. Many studies have been published 
in different areas to fused two different 
modalities.[1,2] In recent years, deep learning 
networks have many applications in different 
fields such as computer vision and image 
processing problems such as classification,[3] 
segmentation,[4] registration,[5] 
super‑resolution.[6] There are a lot of methods 
that fused medical images as PET, SPECT, 
MRI, and CT.[7‑10] Image fusion based on 
deep learning methods has also become a 
new common topic. These methods have 
also been used in digital photography, 
multi‑focus image fusion, multi‑modality 
imaging, medical image fusion, and infrared/
visible image fusion.[11‑14] Artificial neural 
networks (ANNs) have many applications 
in different areas, including recognizing 
the good characteristics of data features. 
The most important advantage of the ANN 
is its high learning ability and used to 
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solve complex problems in various types of research. For 
classification problems, deep learning algorithm spatially 
convolutional neural network (CNN) helps to minimize 
preprocessing level. The input layer, assigns importance 
(learnable weights and biases) to various features in the 
input image, then hidden layer applied a convolutional 
action on the images then bring the result to the next 
layer, finally network be able to differentiate images to 
different classes. Machine learning algorithm tools have 
a key role in improving the automatic analysis of images. 
It is a new method in medical image analysis that has not 
been before.[14] There are various CNN structures that have 
been used in building algorithms such as AlexNet, VGG16, 
VGG19, and GoogLe Net.[15‑17] Some articles used deep 
learning for fusion of different kinds of images.[18‑20]

In this paper, we used VGG19 that is trained on more than 
a million images from the ImageNet database. VGG19 
with 19 layers has the ability to classify images into 1000 
different classes, such as the keyboard, mouse, pencil, 
and many animals. In this paper, we have presented a 
diagnostic medical image fusion method (MRI and PET) by 
using VGG19 network. The rest of this paper is organized 
as follows: In Section 2, we briefly have explained deep 
learning technology and our methods for MRI‑PET image 
fusion. The experiments and results are presented in 
Section 3. We have concluded the paper in Section 4.

Materials and Methods
Data

Our dataset in this study consists of 30 images of color 
PET images and 30 images of high‑resolution MRI images 
of the brain that register together. All images used in 
this article were obtained from the Harvard University 
site (http://www.med.harvard.edu/AANLIB/home.html). 
The dataset images of the brain exist in two groups: 
normal (coronal, sagittal, and transaxial) and Alzheimer’s 
disease dataset images. PET images have three bands 
red‑green‑blue (RGB) based on metabolic processes in the 
body, and MRI images are high‑resolution black and white 
images. Some sample of our dataset (MRI and PET images) 
is shown in Figure 1. To create the same conditions, as 
preprocessing, we resized all images to 256 × 256.

Deep learning

In this part, we introduce the CNN and the structure of 
the pretrained classifier. CNN is a neural network with 
multilayer and learnable weights and biases that it can 
apply to a set of images, to be able to differentiate images 
from each other. In recent years, a lot of attention in the 
world of science has been toward to application of CNN in 
image classification. In this part, we tried to give a review 
of CNN in the area of image classification. CNN has 
different types of layers: image input layer, convolutional 
layer, ReLU layer, pooling layer, fully connected layer, 
and classification layer.[3,21] The images are read in the 

input layer after resizing the image size, and then the 
convolutional layer uses some filters (kernels) on the 
images. These filters move through all parts of the input 
image and convolve them into a single position (output 
image). The ReLU layer is the rectifier linear unit and 
normalization layer that is commonly used as an activation 
function. Pooling means downsampling of an image that 
reduces the image size and removes redundant information. 
There are different pooling techniques. The most‑used 
pooling functions include max pooling, min pooling, and 
average pooling. A fully connected layer is the last layer 
with the same structure of the traditional neural network 
that each hidden layer with the number of neurons connects 
to all the previous layers. The neurons in each layer act 
independently and have no connection to each other. The 
last fully connected layer is known as the output layer 
that combines all the features and usually plays the role of 
representing the score of each class.[21] Figure 2 shows the 
overall architecture of CNN (VGG19).[22]

Recently, pretrained image classification networks are 
common and useable for image classification. Database 
of these networks contains more than a million images in 
1000 different classes, such as the keyboard, coffee mug, 
pencil, and many animals. Because these networks are 
already trained, using these networks is much faster and 
easier. In 1998, LeCun et al. introduced the first pretraining 
to classify handwritten digits. Their CNN model is called 
LeNet‑5.[23] In 2012, Krizhevsky et al. designed a pretrained 
CNN (AlexNet) that used to classify ImageNet dataset. The 
AlexNet is very similar to LeNet‑5 but much bigger.[24] 
There are a lot of CNNs (like VGG19) that used ImageNet 
database (a million images) to trained.[24]

Fusion rules

After selecting or extracting the appropriate features, the 
next step was to fuse the images using the rules. Fusion 
rules can be simple average, weighted average, maximum 
variance, minimum energy, etc. These rules are determined 
according to the features. Therefore, a part of the original 
images is placed as a result of fusion according to the 
fusion rule. For example, in simple averaging, the pixel 
values of two images are averaged. In this article, we used 
a kind of weighted average as fusion rule that the weighted 
coefficients were extracted from the VGG19 network, and 
also two constant coefficients were used.

Our method

In this study, we used VGG19, a pretrained network for 
image fusion. In our application, we extracted features 
from the learned image of the VGG19 network and used 
those features (weights from the first layer) to fusion two 
images in the spatial domain. Feature extraction is one of 
the application pretrained deep networks that these features 
could use for a different destination. Fusion rules must be 
applied to fused two images. Our fusion rules were the 
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inner product of MRI and PET weights (from the VGG19 
network) to original images. The formula of our fusion 
rules is given by Eq. 1:

Fused image (i, j) = (A × MRI (i, j)) + (B × PET (i, j)) 
+ (WMRI (i, j). MRI (i, j). + WPET (i, j). PET (i, j)) (1)

Where MRI (i, j) and PET (i, j) are original images, A and 
B are two constants that used for adding an original image 
with coefficient to fusion result, and WMRI (i, j) and WPET 
(i, j) are the weight matrixes that extracted from VGG19 
network. The features extracted from the first layer of the 
VGG19 network were [256, 256,64] which we just used the 
first three features [256,256,3] as weights. The purpose of 
using inner product was to perform fusion in a very simple 
way so that the appropriate weights of each image are used.

Therefore, details of the steps of PET and MRI image 
fusion based on the VGG19 CNN can be summarized as 
follows.

Step 1: Registration is the first step of the fusion process of 
two medical images with different modalities.

Step 2: PET image needs to be converted from RGB space 
to hue‑saturation‑intensity (HSI) space and just we used 
intensity for fusion.

Step 3: Two images separately are introduced to the 
VGG19 network and weights are extracted from the first 
layer of the network (VGG19 architecture has 47 layers). 
The extracted weights from the first layer of the VGG19 
network were [256, 256,64] which we just used the first 
three of them [256,256,3] as weights.

Step 4: Weight matrixes were normalized between zero and 
one.

Step 5: For fusion rules, these normalized weights 
multiplied to original images with an inner product. Then, 
we added original images with a constant coefficient to the 
fusion result (Eq. 1).

Figure 1: Some sample of data set of magnetic resonance imaging (top row) and positron emission tomography (bottom row) images from the Harvard 
University site (http://www.med. harvard.edu/AANLIB/home. html)

Figure 2: The overall architecture of the convolutional neural network VGG19[22]
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Step 6: The final fused image is considered intensity (I) 
and returned to RGB space.

The block diagram structure of our proposed fusion method 
is shown in Figure 3.

Results
As we mentioned, our dataset consisted of 30 images, and all 
images have been downloaded from the Harvard University 
site (http://www.med.harvard.edu/AANLIB/home.html). 
At first, all images in our dataset were registered. Then, 
all images of MRI images and PET images resized to 
256 × 256. To extract the weights from the network, we 
used the “VGG19” toolbox in MATLAB software (version 
2019a, The MathWorks Inc., Natick, Massachusetts, United 
States). Extracted weights were from the first layer of 
the VGG19 network. Our constant coefficients that are 
considered in the fusion formula were A = 0.3 and B = 0.1.

We compared some other methods with our method in 
the spatial domain such as pixel averaging, HIS based, 
CNN, and the proposed method (VGG19), as well as in 
transform domain such as Laplacian pyramid, wavelet 
transform, curvelet transform (CVT), contourlet transform, 
and nonsubsampled contourlet transform (NSCT).[9] In our 
method and CNN, we used features from the first layer of 
the VGG19 network. All images in the transform domain 
are decomposed into four levels by DWT (db2), CVT, 
NSCT, and our method. The MRI and PET images and 
fusion results are shown in Figures 4 and 5 for normal 
and diseased brains, respectively. For comparison, we 
used entropy, mutual information, discrepancy, and overall 
performance (OP) as quantitative evaluation.

The average of the quantitative measurements for 
30 images is listed in Table 1. To show we have a high 
quality of fusion, we should have the lowest amount of 
discrepancy and OP, as well as the highest amount of 
entropy and mutual information.

Table 1 shows methods in the spatial domain have fewer 
OP and discrepancy and higher mutual information in 
comparison with methods in the transform domain, but 
the situation is opposite about entropy and the transforms 
method has better entropy. Another problem with transform 
domain methods is more complex and time‑consuming. 
Mutual information of our method increased 17% in 
comparison with NSCT (best amount in transform domain 
methods). In spatial methods, the mutual information of 
pixel averaging is better, but the problem of this method 
is reducing contrast and spectral distortion. Discrepancy 
and OP of our method were the smallest. We decreased 
them 24% and 11% in comparison with transform domain 
methods, respectively.

Discussion
MRI‑PET fusion is the process of integrating information 
from two images into a single image that is more 
appropriate for a physician to have visual perception or 
computer analysis. The purpose of this study was to find 
the best features from both PET and MRI images by using 
a pretrained CNN (VGG19) to fuse them.

Compared to the results of the study carried out by 
Haddadpour et al. that they fused the PET and MRI 
images by using Hilbert transform, our method had fewer 
discrepancy and overall performance.[25] Further, compared 

Figure 3: Block diagram of our method based on VGG19 network
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to results of Javed et al. that they fused the PET and MRI 
images by using fuzzy logic and image local features, our 

method had more amount of mutual information and fewer 
entropy.[26] The advantages of our method are using the 

Figure 4: Normal positron emission tomography and magnetic resonance imaging images (a and b), averaging (c), hue, saturation, intensity model (d), 
convolutional neural network method (e), Laplacian pyramid (f), wavelet transform (h), curvelet transform (i), contourlet transform (m), nonsubsampled 
contourlet transform transform (n), and the proposed method (VGG19) (o). (c‑n)[9]
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Figure 5: Alzheimer’s disease positron emission tomography and magnetic resonance imaging images (a and b), Averaging (c), hue, saturation, intensity 
model (d), convolutional neural network method (e), Laplacian pyramid (f), wavelet transform (h), curvelet transform (i), contourlet transform (m), 
nonsubsampled contourlet transform transform (n), and the proposed method (VGG19) (o). (c‑n)[9]
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pretrained models that have been trained on a large dataset, 
so it can be a good way for the features extraction method 
of original images. Further, it is easy and fast to use them 
for image fusion because it does not have complicated 
calculations.

Our challenge in this paper was that the extracted 
coefficients from the network were not sufficient for 
image fusion and the final image had a low brightness; 
hence, in addition to those coefficients, we add two 
constant coefficients to our method which were obtained 
experimentally and by experimenting with different 
numbers. The disadvantage of our method is that these 
constant coefficients cannot be generalized to all images, 
and for other images with different natures, these constant 
coefficients must be obtained.

Based on the quantitative comparison, the proposed 
methods had the best results in discrepancy and have 
fewer OP in the spatial domain methods. For our dataset, 
spatial methods had better mutual information rather 
than transform methods, and for entropy, transform 
methods were better. These results enable us to affirm the 
effectiveness and robustness of deep learning methods for 
image fusion purpose.

Conclusion
We presented a spatial domain method for PET and MRI 
image fusion based on the CNN. Our novelty is extracting 
weights from a pretrained network and uses these weights 
as features of our dataset. Hence, our process was so fast 
and easy with an acceptable result. We used VGG19, a 
pretrained network for image fusion. We extracted features 
from the learned image of the VGG19 network and used 
those weights from the first layer to fusion two images. 
Fusion rules must be applied to fused two images. Our 
fusion rules were an inner product of MRI and PET weights 
extracted from the VGG19 network to original images. 
MRI‑PET fusion is the process of integrating information 
from two images into a single image that is more 
appropriate for the physician to have visual perception or 
computer analysis. We employed that the spatial domain 
methods included averaging, HSI‑based, CNN, and our 
method and transform domain methods included wavelet 
transform, CVT, contourlet transform, and NSCT to fuse 

the MRI and PET images. Fusion‑based spatial domains 
lead to reduced contrast, and we solved this problem as we 
mentioned. The problem of transform domain methods is 
long running time, complexity, and higher discrepancy. The 
values obtained from mutual information, discrepancy, and 
OP show that deep learning method is a very good method. 
A future study may be using other deep learning methods 
into SPECT, PET, and MRI images.
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