INTRODUCTION

Leukemia is the eleventh most common cancer worldwide with more than 250,000–300,000 new cases each year,[1] and the fifth common cancer among people in Iran.[2] High ratio of deaths/cases (74%) reflects the poor prognosis of leukemia in many parts of the world, where some required complex treatment regimes are not available.[3] It is characterized by proliferation of abnormal white blood cells (leukocytes) in the bone marrow without responding to cell growth inhibitors.[8] Diagnosing leukemia is based on the fact that white blood cell count is increased with immature blast (lymphoblast or myeloblast) cells and decreased neutrophils and platelets. The presence of the excess number of blast cells in peripheral blood is a significant symptom of leukemia.[5]

The four main types of leukemia are acute lymphoblastic leukemia (ALL), acute myeloblastic leukemia, chronic lymphocytic leukemia, and chronic myeloblastic leukemia.[9] Among these types, the most commonly detected from the patients are ALL which now generally agreed that both genetic and environmental factors play an interactive role in the development of it,[7] and involves 70% of the leukemia cases each year.[9] In ALL, there is an abnormal and uncontrollable proliferation of lymphoid precursors called lymphoblasts in the bone marrow with arrested maturation.[9] The French-American-British classification categorizes ALL into three morphological subtypes (L1, L2, and L3).[10] The characteristics of these sub-types are as follows: L1 cells are relatively small with coarse chromatin and their nuclei are characterized by a uniform population. L2 cells are characterized by nuclear heterogeneity, and these cells are larger than L1 cells. And finally, L3 cells are characterized by the prominence of vacuoles inside of the cell. Their nuclei are usually homogeneous in population, and larger than L1. Figure 1a-c shows samples of these cells.

Early diagnosis of the disease is fundamental for the recovery of patients especially in the case of children.[11]
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Regardless of advanced techniques, that is, flow cytometer, immunophenotyping, molecular probing etc., microscopic examination of peripheral blood and bone marrow slides still remains as a standard ALL diagnosis technique.\cite{12} Hence, this approach is the most economical way for initial screening of patients. Manual examination of the slides is subjected to bias, that is, operator experience, tiredness etc., resulting with inconsistent and subjective reports. For instance, manual examination has an error rate between 30% and 40% depending on the experience of the hematologist.\cite{13} This procedure is also time-consuming and tedious. Hence, there is always a need for a cost-effective and robust system for ALL screening which can greatly improve the output without being influenced by operator fatigue.

Most of the previously proposed methods followed the traditional manual procedures performed by an expert, that is, segmentation of cell, extracting its features, classifying the cell. Due to the accuracy of the subsequent feature extraction and classification depends on the correct segmentation of blasts, the segmentation step plays an important role. In particular, a considerable amount of work has been performed to achieve cells segmentation. A cell detection method that utilizes both intensity and shape information of the cell to improve the segmentation was proposed by Wang et al.\cite{14} Theera-Umpoon,\cite{15} proposes an automatic technique to segment nucleus and cytoplasm of bone marrow white blood cell (WBC) based on the fuzzy C-means algorithm and basic mathematical morphology operations. Madhloomi\cite{16} developed an automated system to localize and segment WBC nuclei based on image arithmetical operations and threshold operations. Sinha and Ramakrishnan\cite{17} used k-means clustering on the hue, saturation, value (HSV) color space for WBCs segmentation and different classification models for cell differentiation. A study by Scotti,\cite{18} used a low-pass filter to remove background, different threshold operations, and image clustering to segment WBCs.

Moreover, other authors proposed methods for automated disease classification. In particular, Foran et al.\cite{19} have reported a method to discriminate among lymphoma and leukemia with a classification accuracy of around 83%. The method is reported to have successfully worked on 19 lymphoproliferative cases, which is a very small data set to evaluate the performance of the system. Further, the presented method is yet to be validated on ALL cases.

Comaniciu and Meer\cite{20} proposed an image-guided decision support system for the automated classification of lymphoproliferative disorders. This system includes an effective cell segmentation module based on mean shift algorithm. While this method demonstrates satisfactory performance for the classification of various malignant lymphomas, the system is yet to be tested for acute leukemia.

Markiewicz et al.\cite{21} worked on images of the bone marrow aspirate and proposed a system for automatic recognition of blast cells of the myeloid series. While this method is able to recognize myeloblast up to a certain extent, the system is yet to be tested with sample lymphoblasts.

Figure 1: Sample cell images. (a) L1, (b) L2, (c) L3, (d) atypical, (e) reactive, and (f) normal
Theera-Umpon, et al. [22] had used the ANN to classify morphological granulometric features of nucleus in automatic bone marrow white blood cell. In this research, four features extracted from each nucleus were tested using Bayes classifier and artificial neural network. The results showed that the features using nucleus alone can be utilized to achieve a classification rate of 77% on the test sets.

Halim et al. [23] reported an automated blast counting method for acute leukemia detection in blood microscopic images. Histogram-based thresholding is performed on S-component of the HSV color space, followed by morphological erosion for image segmentation. Determination of accurate threshold to separate nucleus from the cytoplasm is important, and no specific methods have been presented for its estimation. Further, the features used as well as a classifier employed for disease recognition have not been mentioned.

Mohapatra [24] investigated the use of an ensemble classifier system for the early diagnosis of ALL in blood microscopic images. The identification and segmentation of WBCs realized through image clustering followed by the extraction of different types of features, such as shape, contour, fractal, texture, color, and Fourier descriptors, from the sub-image. Finally, an ensemble of classifiers is trained to recognize ALL. The results of this method were good, but they were obtained using a proprietary dataset, so the reproducibility of the experiment and comparisons with other methods are not possible.

In this paper, because of existence of a rigorous similarity in morphology of lymphocytes (contain normal, reactive, and atypical) and three sub-types of ALL (L1, L2, and L3), these lymphocytes are also entered into the study as noncancerous cells. These lymphocyte cells have various characteristics. Some of these characteristics are as follows: Normal lymphocytes seen on a blood smear are fairly homogeneous, and they are small, round-to-ovoid-shaped cells with round to oval nuclei. Their nucleus appears dense or coarse and clumped with ridges of chromatim and parachromatin. Reactive lymphocytes are notable due to their remarkable heterogeneity. They are indented by surrounding red cells, and they may have blue skirting. The size of these cells varies from small to moderate. Atypical lymphocytes are large with a nucleus that has clumped chromatin. [25] Figure 1d-f shows samples of these cells.

Detection of ALL cells is the major aim of this study. To achieve this aim, our work is divided into two parts: In the first part, we aim to classify all cells as ALL and noncancerous cells. In the second part, our interest is to categorize all cells into 6 groups; L1, L2, L3, atypical, reactive, and normal, using multi-support vector machine (SVM) classifier. The computer-based system that is proposed in this paper for detecting these cells has five main steps. The first step is image acquisition. The images are captured by a digital camera that is coupled with a light microscope. The second step is image preprocessing. Image enhancement is used as preprocessing on this work, and that is for improving the quality of images. Nucleus segmentation is the third and the most challenging step of this work. Segmentation of nuclei is performed using k-means algorithm on H and S bands of HSV color space. After applying segmentation algorithm on our images, features of nuclei are extracted from the result of segmentation part and because there are a high number of features, some of them are selected as the best features. Feature extraction and feature selection procedures considered as the forth step. Two sets of geometric and statistical features are extracted from nuclei including area, perimeter, solidity, eccentricity and extent as geometric features and entropy, mean, standard deviation, energy, skewness, and kurtosis as statistical features. The final step is the classification of cells. For classification part, SVM classifier is applied. As mentioned before, we first should classify ALL cells and lymphocytes as cancerous and noncancerous cells, respectively. For this approach, a binary SVM classifier is used on our data. After classification of ALL cells, three sub-types of it and three types of lymphocytes are classified using a multiclass SVM classifier.

Rest of the paper is organized as follows: Methods section describes the framework of the proposed method contains introducing all prementioned ALL detection steps. Experimental results and evaluation of proposed algorithm are presented in the results Section. Finally, discussion section provides the concluding remarks.

METHODS

This chapter of the paper presents a systematic survey of the computational steps in ALL detection based on histopathology. These steps are: (1) image acquisition to provide an appropriate data set, (2) image preprocessing to enhance the quality of images, (3) nucleus segmentation to determine nuclei of cells, (4) feature extraction to quantify the properties of these nuclei, and (5) classifying these nuclei as cancerous and noncancerous and then identifying sub-types of these cells.

The proposed method for diagnosis of ALL cells and its sub-types is presented in Figure 2. These steps are described in details in the following sections.

Image Acquisition

The first step is to acquire an image of blood smear and bone marrow slides. For preparing the database of this study, 21 peripheral blood smear and bone marrow slides of 14 patients with ALL and 7 normal persons are used. These slides are collected at Isfahan Al-Zahra and Omid...
hospital pathology laboratories and prepared and stained using giemsa staining for visualization of cell components. The acquired images were digitized with a Nikon1 V1, high-resolution digital camera coupled to Nikon Eclipse 50i light microscope under 100X power objective oil immersed setting and with an effective magnification of 1000. Furthermore, these images are captured in the JPEG format at the maximum resolution of the camera, 2592 x 3872 pixels in RGB color space. The captured images were revised by the hematologist to determine the appropriateness and type of the blood cell. In this research, 312 digital images have been acquired from the sub-types of ALL (L1, L2, L3), normal, reactive and atypical blood samples which contain 958 cells. An expert professor of the Isfahan University of Medical Sciences has classified these cells manually. Our data are comprised of 146 ALL images and 166 lymphocytes images. The data set consists of six classes of white blood cells – L1, L2, L3, normal, reactive, and atypical – with the numbers of 277, 215, 151, 50, 94, and 171 cells, respectively. It should be noted the resolution of the images is reduced by a factor of five to 519 x 775 to speed up performance of the system.

Image Preprocessing

Image enhancement is used as preprocessing on this work. This step is applied for improving the image quality to determine the region of interest such as the nucleus in the images. Exposure of the microscope influences the quality of captured images. Overexposure setting will contribute to producing a bright image; while underexposure setting will produce a dark image. However, we did a lot of attempts for providing a database with images in the same situation, but it should be mentioned that the database is taken in different time from different slides which are provided by different illumination. This makes the algorithm more reliable to different illumination.

In order to increase the robustness of the approach against fluctuation in illumination, we conduct a histogram equalization procedure on V band in HSV color space. In this section, the enhancement procedure is as follows:

First, the image is converted from RGB color space to HSV color space. This procedure reduces correlation between the color channels (compared to RGB) and enables dealing with three H, S and V channels separately. Therefore, HSV color space is a suitable alternative for image representation, and the color channels are uncorrelated. In HSV, Hue corresponds directly to the concept of hue in the color, Saturation corresponds directly to the concept of tint in the color, and Value corresponds directly to the concept of intensity in the color and matches human perception of lightness while the color information is represented in two components, that is, H and S. Then Histogram equalization is applied on V band for equalizing the gray level of image intensities.

It lessens the effects of different lighting in different image acquisition conditions. And in this way, all images will have approximately the same brightness.

The results of applying this image enhancement on a sample image are shown in Figure 3.

Nucleus Segmentation

This section discusses the segmentation technique used to extract the nuclei from the blood smear images. Segmentation plays a key role since it will directly affect subsequent processing that is feature extraction and classification. The proposed segmentation algorithm contains two parts; first, cluster of nuclei is obtained by k-means clustering. Then extra objects in this cluster are omitted, and connected nuclei are separated.

The k-means is a clustering method which is one of the most popular unsupervised learning algorithms due to its simplicity. Here, the k-means clustering has been used for image segmentation with parameters: Four clusters, Euclidean distance, and three repetitions. Furthermore, as mentioned in the previous section, the color information is represented in two components, that is, H and S in HSV color space. Each pixel of an object is classified into four clusters.
based on the corresponding H and S values, using the properties of the cluster center. These clusters correspond to nucleus, background, and other cells (e.g., erythrocytes, plackets and WBC cytoplasm).

Figure 4 shows four classes for a sample image after applying k-means clustering on it. It was observed that nuclei appeared just in one class [Figure 4d].

We have only considered the cluster which contains nuclei as it is required for feature extraction and hence cell detection. The experimental results show the cluster with the minimum red color is the cluster related to nuclei. Hence, the mean value of R channel is calculated for each cluster and the cluster with a minimum value, is considered as cluster of nuclei.

After specify this cluster, it was observed that in some cases, there are also insignificant particles, which are from nonnuclei stain artifacts and should be removed. The vacuoles region does not exist in some clusters and in fact, we obtained only the nuclei with few left out holes as opposed to the whole nuclei. On the other hand, in some clusters, there are connected nuclei which joined together, while single nuclei are needed for next steps (feature extraction section), so connected nuclei should be separated from each other. For solving these issues, postprocessing procedure is needed.

In postprocessing, first, binary morphological operations are applied on “Nuclei Mask” for deleting stain artifacts and filling holes to improve the segmentation results. Stain artifacts removal are done using the binary morphological opening, and closing operation is performed to fill small holes in the nuclei (which usually occur due to vacuoles within nucleus). Here, selecting the size of the structuring element for morphological operators is important. The size should be smaller than the minimum size of the nucleus that will be determined; all the objects smaller than the structuring element are eliminated. On the other hand, it must be large enough to eliminate the stain artifacts areas. To eliminate the stain artifacts, morphological opening is used to remove the area less than 100 pixels. The elimination number is chosen by trial and error due to this fact that any cancerous or noncancerous cells have a restricted size.

After applying morphological operators for deleting stain artifacts and filling holes in the nuclei, connected nuclei should be separated. In this section, we apply the watershed transform for nuclei splitting. This method is useful to detect the boundary lines between the connected cells, and successfully separate all connected nuclei in the image into its individual nuclei.

Figure 5 shows the result of postprocessing on cluster of nuclei. Figure 5a relates to cluster of nuclei, Figure 5b shows “Nuclei Mask”, Figure 5c shows result of applying morphological operators on (b), as can be seen in this figure, stain artifacts are removed and small holes in the nuclei are filled, Figure 5d shows result of applying watershed transform on (c), as can be seen connected nuclei are separated. Figure 5e shows the extracted nuclei on the enhanced image.
Result of postprocessing on cluster of nuclei. (a) cluster of nuclei, (b) nuclei mask, (c) result of morphology, (d) watershed transform, (e) extracted nuclei.

**Feature Extraction**

Segmented areas have been used for feature extration step. The extracted features first, provide useful information for classification of cells into cancerous or noncancerous and second, sub-type of these cells. The final performance of the classifier directly depends on the success of this section. This section contains two steps as follows: First step is “features generation” in which develop a set of features from segmented nuclei. “Features selection” is the second in which find out the optimal set of the features leading to the highest efficiency of the recognition. In the following, we will completely describe these two steps.

**Feature generation**

The goal of the feature generation step is to develop a set of quantitative features from nuclei present in the image. In order to distinguish between cells, we need proper features from the cells. For this study, two main categories of features have been used for classification of the cells namely the geometric and statistical features. These two main features will provide useful information for further classifying the cancerous or noncancerous cells and types of these cells consist of L1, L2, L3, atypical, reactive, and normal. In brief, the features that are covered with the two main features are described as below:

- **Geometric Features:** That provide information about the size and shape of the nucleus
- **Statistical Features:** That give us information about grayscale image histogram of the pixels located in the nucleus.

These features are explained in the next subsections.

**Geometric features**

According to hematologists, the geometric of the nucleus is one of the essential features that is used for characterization of the cells. In order to reflect this information in feature vectors, several geometrical features are considered including: Area, perimeter, solidity, eccentricity, and the extent of the nucleus from the binary image of the nucleus.

**Statistical features**

Statistical features in image processing give us information about the spatial arrangement of intensities in an image. These features are generated from the grayscale image histograms of the red, green, and blue, as well as the hue, saturation, and value channels from original and enhanced image of nucleus and include measures such as: Mean, standard deviation, energy, entropy, skewness, and kurtosis. 72 statistical features have been created by this way.

We can easily measure these features which defined as standard procedures present in the Matlab Image Processing Toolbox.

**Feature selection**

The described methods of feature generation produce a very rich group of parameters which contain 77 features from each nucleus. However, they are of different discrimination abilities. Some of them are strongly correlated with the others; some treated as noise and reduces in this way the overall efficiency of the recognizing system. Therefore, there is an incentive to reduce the size of the feature set. The important problem is thus assessment of the quality of each feature and selection of the best set of features.

For features selecting in this step, we investigate the individual feature discriminative ability by applying each feature as input data for the classifier and select the features that have the highest performance. For this approach, we obtain 15 features that have the highest sensitivity, specificity, and accuracy separately and then from these features those that have high values together are selected. Table 1 shows the feature numbers and their statistical parameters values. As table results show, 8 of 15 features have high values for all of the statistical parameters together. These features are \( f_{51}, f_{55}, f_{59}, f_{77}, f_{82}, f_{85}, f_{86}, f_{89} \), that are energy, entropy and standard deviation of hue channel of enhanced image, energy, entropy, and standard deviation of saturation channel of enhanced image, area, and perimeter, respectively.

After that, these selected features were normalized. The normalization gave a significant contribution to the classification performance. It made the range of the values lie within a predetermined range of \([0,1]\) and this step will

<table>
<thead>
<tr>
<th>Feature number (%)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>48.40</td>
<td>43.97</td>
<td>43.77</td>
<td>43.51</td>
<td>43.44</td>
<td>42.82</td>
<td>41.07</td>
<td>40.79</td>
<td>40.78</td>
<td>40.74</td>
<td>40.65</td>
<td>40.63</td>
<td>40.48</td>
<td>40.04</td>
<td>39.71</td>
</tr>
<tr>
<td>Specificity</td>
<td>83.39</td>
<td>82.91</td>
<td>82.14</td>
<td>81.92</td>
<td>81.90</td>
<td>81.81</td>
<td>81.78</td>
<td>81.74</td>
<td>81.51</td>
<td>81.24</td>
<td>81.14</td>
<td>81.09</td>
<td>80.92</td>
<td>80.80</td>
<td>80.76</td>
</tr>
<tr>
<td>Accuracy</td>
<td>75.23</td>
<td>75.11</td>
<td>74.11</td>
<td>73.64</td>
<td>73.58</td>
<td>73.00</td>
<td>72.92</td>
<td>72.71</td>
<td>72.66</td>
<td>72.60</td>
<td>72.45</td>
<td>72.43</td>
<td>72.14</td>
<td>71.79</td>
<td>71.45</td>
</tr>
</tbody>
</table>

*Top row shows the ranked features and rest of rows show feature numbers and statistical parameters values.
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positively affect the classifier performance, since some of
the features have large values, and without normalization
these large values may have an adverse impact on the
classifier. The data are normalized to have zero mean and
standard deviation equal to 1 using the following equation:

$$\hat{X}_i = \frac{X_i - \bar{X}}{\sigma} \quad i = 1, 2, ..., N$$

(1)

Where $\bar{X}$ and $\sigma$ are the mean and standard deviation
computed from the values of a feature $X_i$ and $\hat{X}_i$ is the
normalized value.

**Classification**

After determining an appropriate set of features from nuclei
as mentioned above, the next step is to distinguish these
nuclei using these features as the inputs classifier.

The aim of the classification step is (i) to distinguish
cancerous or noncancerous cells and (ii) to classify different
sub-types of these cells.

Taking into account the fact that the patterns are very close
in the feature space, SVM is employed for classification
here. SVM is a powerful tool for data classification
based on hyperplane classifier. This classification is
achieved by a separating surface in the input space of
the dataset using different kernel functions as linear or
nonlinear such as quadratic, polynomials and radial basis
functions (RBF).

It should be noted, since in the first step we have 2 classes,
we use traditional SVM classifier that in substance is binary
classification, and in the second step because of existence
of 6 classes, we used multiclass SVM classifier.

For this study, various SVM kernels are used, and their
accuracies are compared (polynomial with range: [1,10]
and RBF with sigma range: [1,10]). As experiments were
conducted to determine which kernel has optimum accurate
for classification, we found out RBF kernel with sigma 3 has
the best performance.

Furthermore, the k-fold cross validation method with
$k = 10$ is applied for evaluation of the classifier.

**RESULT**

The results of applying proposed method show satisfactory
classification of cells and high values of statistical evaluation
parameters. Result of classification in three images is shown
in Figure 6.

Results of the proposed algorithm (a) original images,
(b) enhanced images, (c) segmented nuclei, and (d) classified
nuclei. In classified images, nuclei with red, green, and
yellow contours, respectively, relate to L1, L2, and L3.

Confusion matrices that are obtained from binary SVM
for cancerous and noncancerous cells and Multi-SVM for
sub-types of these cells classification can be seen in Tables 2
and 3, respectively.

The performance of the classifiers is evaluated by these
parameters: Sensitivity, specificity, and accuracy.

Sensitivity is the probability of a positive diagnosis test
among persons that have the disease and it is defined as:

$$\text{Sensitivity} = \frac{T_P}{T_P + F_N}.$$  (2)

Specificity is the probability of a negative diagnosis test
among persons that do not have the disease and it is
defined as:

$$\text{Specificity} = \frac{T_N}{T_N + F_P}.$$  (3)

Accuracy is a criterion that shows the closeness of the
output of the classifier and real value and it is defined as:

$$\text{Accuracy} = \frac{T_P + T_N}{T_P + T_N + F_P + F_N}.$$  (4)

In our research, prementioned parameters in the definition
of evaluation terms are as below: True positive (cancerous
cell correctly identified), false positive (noncancerous cells
identified as cancerous), true negatives (noncancerous

cells correctly identified), false negatives (cancerous cells
identified as noncancerous cells).

| Table 2: cancerous and noncancerous cells versus result of binary SVM classifier |
|---------------------------------|-----------------|-----------------|
| Output of binary SVM | Detected cancerous | Detected noncancerous |
| Cancerous | 627  | 16  |
| Noncancerous | 15  | 300  |

SVM – Support vector machines
correctly identified), false negatives (Cancerous cells identified as noncancerous).

The results of the proposed algorithm for binary SVM classifier show 98%, 95%, and 97%, sensitivity, specificity, and accuracy, respectively. And the results of multi-SVM classifier for decision between L1, L2 and L3, atypical, normal, and reactive cells are shown in Table 4.

**DISCUSSION**

In this paper, a computer-based method for classification of cancerous and noncancerous cells, using only features extracted from the image of their nucleus is proposed.

By referring to the classification results as maintained in “Result” section, it is obvious that although our proposed methods are relatively simple, but this algorithm has an acceptable performance for the diagnosis between ALL as cancerous cells and noncancerous cells as well as distinguishing into three categories of ALL that are L1, L2 and L3, and three types of lymphocytes contain atypical, reactive, and normal cells. Hence, the proposed algorithm can be used as an assistant diagnostic tool for pathologists. Furthermore, the clinical impact of this research is that it will provide the ability to pathologists to examine a blood smear for finding cancerous cells. It should be noted that, as results show, some values of validation parameters are low and this is not surprising because cells that have morphologic similarities and also make pathologists into trouble in diagnosis procedure, play significant role in our classification.

The main contribution of this study is using mentioned methods for detection of sub-types of ALL that is not done before. In addition, pervious manuscripts did not work on ALL sub-types and usually focused on detection of cancerous and noncancerous cells. And this fact can be considered as the work novelty.

It can be considered that one problem we encountered while testing of our method was the absence of publicly available datasets. In fact, many authors tested their system with only a few sample images, or with their own datasets, which are not publicly available. Thus, we could not directly compare our findings with the results obtained by various proposed systems, limiting the reproducibility of the innovations proposed by similar systems. Furthermore, as there is no work on sub-types ALL detection yet, this aim can be considered as the contribution of this study.

For further researches, authors believe that in addition of nucleus, segmentation of cytoplasm and extraction features from it, can improved performance of this computer-based system, and the proposed method can be applied on more amount of data for improving validation. One another work that may improve the procedure can be using of reliable methods like PCA for feature reduction.
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