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INTRODUCTION

The blood vessels network is one of the most important 
features in the retina for detecting retinal vein occlusion, 
for grading the tortuosity for hypertension and for early 
diagnosis of glaucoma. There is also several vascular 
diseases, like diabetic retinopathy, have manifestations that 
require analysis of the vessels network. The segmentation 
of blood vessels is also an important pre‑processing step for 
the detection of bright and dark lesions, the performance 
of automatic detection methods may be improved if regions 
containing vessels can be excluded from the analysis. 
Indeed, the position, size and shape of the vessels provide 
information which can be used to locate the optic disk and 
the fovea.[1,2] Figure 1 shows a normal retinal fundus image.

Most existing blood vessel segmentation algorithms 
assume that the input retina is healthy and free of bright 
and dark lesions. The presence of lesions can significantly 
degrade their performances and even make them useless.[2] 
In addition, it is important to have algorithms that do not 
critically depend on configuring many parameters so that 
untrained community health workers may utilize this 
technology.[1]

Previous works on blood vessel detection and 
segmentation can be mainly classified into three categories: 
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Unsupervised, supervised learning and pathological retina 
based methods.

The approaches based on unsupervised classification 
attempt to find inherent patterns of blood vessels in retinal 
images that can then be used to determine that a particular 
pixel belongs to the vessel or not. The training data or hand 
labeled ground truths do not contribute directly to the 
design of the algorithm in these approaches.[3]

A template matching approach is proposed to approximate 
the gray‑level profile of the cross section of a blood vessel 
with an inverse Gaussian shaped curve.[4] The above 
method is enhanced by applying effective noise removal 
techniques.[5] An adaptive thresholding technique is 
proposed which partitions the input image into a finite 
number of levels according to pixel intensities.[6] In each 
level, the vessels are extracted using the intensity, angle and 
length information based on a predefined elongated concave 
structure. The fitness of estimating vessel profiles with 
Gaussian function is evaluated and an amplitude‑modified 
second‑order Gaussian filter is proposed for the detection 
and measurement of vessels.[7] A vessel segmentation 
method which is based on the linear combination of line 
detectors at varying scales is proposed.[8] The method 
works well on healthy retinal images even in the presence 
of vessel central reflex. However, it tends to produce false 
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pathological retina than most of the existing algorithms. 
A divergence vector field approach is proposed to handle 
the bright lesions by measuring the smoothness of the 
non‑vessel regions in different orientations.[13] Although 
the method can handle bright lesions, a thresholding 
technique is needed for artifacts removal. A  large 
threshold leads to more artifacts removal near the bright 
lesions but also results in many normal vessels being 
incorrectly removed. The algorithm presented[2] is based 
on regularization based multi‑concavity modeling and is 
able to handle bright and dark lesions in retinal images 
simultaneously. The steep intensity transition pattern of 
bright lesions is distinguished from vessels with differential 
concavity measures. A  line shape concavity measure is 
used to distinguish the irregular shape intensity structure 
of dark lesions from the line shape intensity structure of 
the blood vessel. A locally normalized concavity measure is 
used to filter out the noise. Finally, the features obtained 
from these concavity measures are combined according 
to their statistical and geometrical properties and later 
a lifting technique is used for optimizing the regularized 
solution toward the ideal vessel shape.

In this paper, we propose an effective automated algorithm 
that is able to detect vessels in both normal and pathological 
retinal images.

Two different steps, i.e.,  a pre‑processing step based on 
K‑means segmentation  (clustering) and a multi‑scale line 
detection using line operator are involved. The first step 
reduces the negative impact of bright lesions and makes 
vessels more distinguishable from non‑vessels. Then, a line 
operator in three scales is used to detect vessels. As dark 
lesions have an irregular shape intensity structure while 
blood vessels have a line‑shape intensity structure, most of 
the dark lesions will be ignored in this step. A perceptive 
transform using Weber’s law,[2] is also used to model 
human visual perception in retinal image analysis. Figure 2 
summarizes the details of the proposed method.

Figure 2: Details of the proposed method

vessel detection around the optic disk and pathological 
regions such as bright lesions.

In supervised methods, the rule for vessel extraction is 
learned by the algorithm on the basis of a training set of 
manually processed and segmented reference images 
often termed as the ground truth.[3] In a ridge based vessel 
segmentation methodology[9] 27 local features are extracted 
for every pixel. A K‑nearest‑neighbors classifier is used for 
classification. The method yields very good results on healthy 
retinal images. However, many of the features require a high 
degree of smoothness in the non‑vessel region. If a bright 
lesion is present, the steep intensity transition pattern 
of the lesion will also be treated as vessels, producing a 
large number of artifacts. A Gabor feature based supervised 
learning method for vessel segmentation is used.[10] They 
adopted the Gabor features which consider the low 
frequency elongated structure in the intensity profile of 
the retinal vessels in the training process. The application 
of line operators as a feature vector and support vector 
machine (SVM) for pixel classification is proposed.[11] A line 
detector which is based on the evaluation of the average 
gray level along lines of fixed length passing through the 
target pixel at different orientations is applied to the green 
channel of an RGB image and the response is thresholded 
to obtain unsupervised pixel classification. Moreover, two 
orthogonal line detectors are also employed along with the 
gray level of the target pixel to construct a feature vector 
for supervised classification using a SVM.[3] These methods 
detect vessels in normal retina images well, but they don’t 
have any procedure to cope with lesions on images of 
abnormal retinas.

Pathological retina based methods are the only class in which 
pathology in retinas is considered during vessel detection 
procedure. There are few publications in this category. The 
authors adopted different color space for different retinal 
images and used the L*a*b color space to handle bright 
lesions.[12] Their method produces better results on the 

Figure 1:  A normal retinal image from DRIVE database shows retina components
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The rest of the paper is organized as follows. 
Section II describes the properties of images that are 
used, the perceptive transform using Weber’s law and the 
pre‑processing steps including borders extending method 
and the proposed approach for reducing bright lesions using 
K‑means algorithm. The multi‑scale line operator algorithm 
for vessel segmentation is also presented in the last part 
of this section. The experimental results are presented in 
Section III followed by our discussion in Section IV. The 
paper is concluded in Section V.

METHODS

Image Databases

The effectiveness and robustness of the proposed method 
are evaluated on two publicly available databases 
(STARE and DRIVE) and are compared with the state‑of‑the‑art 
methods. The STARE database contains 20 images with 
10 pathological and 10 normal retinal images. The retinal 
images in DRIVE databases are mainly healthy with some of 
them containing a few mild lesions. Both databases provide 
two ground truths manually marked by two independent 
observers. All the results presented in this paper are 
obtained by using the first human observer in the database 
as ground truth.[2]

Green Channel of Image and Borders Extending

The green channel of the retinal fundus image is used as 
the input of the method as it provides a reasonable contrast 
between the vessels and the background.

To reduce the artifacts produced near the border of the 
camera aperture by a segmentation method, a border 
extension preprocessing technique[10] is utilized. The border 
extended images are used within the line detection process 
to reduce the similarity of the retina borders to linear 
structures. To have a neat presentation of the method results 
the final images are shown without the added regions and 
only the FOV of the images are shown. A typical sample of 
extended images is shown in Figure 3.

Perceptive Transform

A perceptive transform derived from Weber’s law is 
proposed to map an input image into a perceptive space 
for robust vessel segmentation.[2] Their results show that 
system performance is consistently better in the perceptive 
space than in the image space, demonstrating the broader 
effectiveness of the proposed perceptive space method.

Weber examined the relationship between the physical 
intensity magnitude and its perceptive intensity. Study of 
contrast sensitivity of the human eye shows that human 
suprathreshold contrast sensitivity  (perception) follows 

the Weber’s Law and hence, increases proportionally with 
the increase in the mean local luminance.[14] To obtain 
a perceptive intensity, a transform on image based on 
Weber’s law is formulated. The equation transforming the 
input image I0 to perceptive image v0 can be expressed as:[2]

v
I

k
0

0

=
In (1+ )

where k is a constant and is taken to be one in our 
experiments. Figure 4 shows a typical retina image and its 
corresponding transformation.

Reducing Bright Lesions Based on K‑means 
Clustering

The non‑smooth bright lesions having a steep intensity 
transition pattern can be wrongly classified as vessels. 
Due to the steep intensity transition pattern of the bright 
lesions, the method falsely classifies the non‑smooth 
pixels as vessels and a ringing effect is produced in the 
lesion regions.[2] The result of applying the multi‑scale line 
detection method on an image with bright lesions is shown 
in Figure 5.

In this step our purpose is to reduce the presence of the 
bright lesions based on the individual image information 

Figure 3: The result of the border extending method

Figure 4: Transforming to weber space. (a) Green channel of the input 
image. (b) The result of weber transforms

ba
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hence that the basic structures of the original image remain 
unchanged.

According to the intensities of different parts of a retinal 
image over the field of view (FOV), the pixels of the image can 
be categorized into three clusters, background, foreground 
and vessel. In retinal image analysis, FOV is defined as the 
circular retinal region located in the middle of a rectangular 
image. Here, background is defined as the regions whose 
pixels are not on vessels, lesions and the optic disc. These 
pixels are darker than the bright lesions and the optic disc 
and are brighter than normal vessels. In this categorization, 
optic disc and bright lesions are assumed as foreground 
regions. K‑means algorithm is applied to partition the pixels 
into three clusters.

Here, we inspired from[15] and the steps involved in the 
K‑means algorithm are as follows.

Step 1: Choose the number of clusters (three as discussed 
above) and find the initial value for each cluster centroid 
cv (0), cb (0) and cf (0), where cv, cb and cf are the centroids 
of the clusters associated with the blood vessels, 
background and foreground of the FOV of the retinal 
image respectively.

cv(0) = m − σ, cb(0) = m, cf(0) = m + σ

Here, m and  are the mean and standard deviation of the 
intensity matrix, respectively.

m=
I

N
, =

I m

N
p p∑ ∑ −( )


2

where Ip is the intensity of pixel p and N is the number of 
pixels in FOV.

Step 2: Calculate the distance of each pixel from the class 
centroid and group pixels into k (in our case k is 3) clusters 
based on the minimal distance from the centroid.

Step 3: Calculate the new centroid for each cluster using
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Figure 5: Vessel segmentation result using the multi-scale line detection 
method without reducing bright lesions

Where Iv, Ib and If are the three clusters  (pixel groups) 
containing pixel values of the vessels, background and the 
foreground clusters, respectively. Nv , Nb and Nf are the size 
of the vessels, background and the foreground clusters.

Step 4: If any of the centroids change their value, put 
n = n + 1 and go back to step 2, otherwise go to step 5.

Step 5: End.

After the clustering process, we use the final cf (the centroid 
of foreground pixels) to reduce the effects of the bright 
lesions as follows:

dfp = cf − Ip

Here, Ip is the intensity of the pixel p in the perceptive image 
and dfp  (difference from the centroid of the foreground 
cluster) is the value of p in the new plane df [Figure 6]. Since 
cf is the centroid for the cluster of the foregrounds, it is the 
best estimation for the intensity of the bright pixels. So, if p 
is a vessel pixel, which is usually darker than other parts, dfp 
will be almost a high value; otherwise if it is a background 
or bright pixel, this value will be lower. This also reduces 
the high difference between the intensities of the pixels of 
regions with bright lesions, which makes them similar to 
noise.

In the next section we discuss how line‑shaped structures 
are detected in this new plane (df) using a multi‑scale line 
operator.

Vessel Detection with Multi‑scale Line Operator

Having removed the bright lesions now for detecting 
vessels, which have line‑shaped structures, while ignoring 
some of the dark lesions having irregular structures, a line 
detection method using a line operator in three scales are 
used.

Figure 6: The result of the proposed method for reducing the bright lesions. 
(a and b) Two typical pathological images from STARE. (c and d) The plane 
df of (a) and (b) respectively

dc

ba
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Figure  7: Operation of the line operator. (Left) Average intensity, 
L (indicated by the various shades of gray), is determined for a number of 
orientations. (Right) Line strength, S, is obtained as the difference between 
the maximum value of L (dark-gray shaded points) and the average intensity, 
N, of a square region aligned with the direction of maximum N (light-gray 
shaded points)

The performance of several different approaches to the 
detection of linear structures in mammographic images is 
compared.[16] Results obtained using synthetic data showed 
that the line operator produces the best S/N, localization, 
orientation and width results. Here, we utilized this method 
for detecting line‑shaped vessels in retinal images. The 
principle of this method is illustrated in Figure 7.

The average gray‑level, L, of the pixels lying on a line 
passing through the target pixel is calculated for multiple 
orientations and the orientation giving the largest value, L, 
is chosen. The line‑strength is given by S = L − N, where 
N is the average gray‑level of a similarly oriented square 
neighborhood. Line and region averages at arbitrary 
orientations are obtained by convolution with kernels that 
compound the effects of bi‑linear interpolation, sampling 
and averaging. Indeed, in the formula of the basic line 
operator, S = L − N, when the line is on a curveted structure 
S takes a high value; otherwise it takes a value close to zero.

Windows for detecting lines with angles 0 and 45° are 
illustrated in Figure 8.

Choosing one particular scale for the line operator to detect 
vessels is a parameter adjusting issue and with a small 
change in the scale of the image, a fixed size operator may 
be completely useless. If the size of the scale selected for 
the line is smaller than the width of the vessels, the whole 
block of the operator will be placed in the vessel boundaries 
and the values of L and N will be very close to each other 
which lead to a small line strength like in the background 
regions. Therefore, here we used the multi‑scale approach, 
first, to avoid the parameter adjusting problem, second, to 
be assured that none of the blood vessel pixels is ignored.

In our multi‑scale methodology, we applied three line operators 
with lines of lengths 5, 11 and 15 pixels at 12 different 
orientations. The final value for each pixel computed as the 

maximum among the three values have been assigned to that 
pixel by the line operator in each of the three scales. Final 
thresholding will be applied on these values.

For the final evaluation we need a binary image, in which 
1’s are vessel pixels and 0’s are non‑vessel pixels. The final 
segmentation is done by thresholding with a threshold 
value which is experimentally chosen from the resulting 
ROC curves in such a way that the average false positive 
rate (FPR) value becomes equal to 0.02.

RESULTS

Performance Measures

To evaluate the effectiveness of the proposed method 
receiver operating characteristics (ROC) curve and accuracy 
are measured. The accuracy is defined by the ratio of the total 
number of correctly classified pixels (sum of true positives 
and true negatives) to the number of pixels in the image 
FOV. A ROC curve plots the fraction of vessel pixels correctly 
classified as vessel, namely the true positive rate  (TPR), 
versus the fraction of non‑vessel pixels wrongly classified 
as vessel, namely the FPR. The closer the curve approaches 
the top left corner; the better is the performance of the 
system. The most frequently used performance measure 
extracted from the ROC curve is the value of the area under 
the curve (AUC) which is 1 for an optimal system. For retinal 
images, the TPR and FPR are computed considering only 
pixels inside the FOV.[2]

RESULTS

Figure 9 illustrates a qualitative result of applying the blood 
vessel segmentation method on pathological retina images 
from STARE databases. As it can be seen, in addition to 
detection of the blood vessels, the method has ignored 
most of the image’s bright lesions with a good accuracy.

Although the basic work carried out in this research was 
based on reducing the bright lesions, but as we said line 
operator can ignore some irregular shaped dark lesions. 
Figure  10 is also presented to show the performance of 
the proposed method on the retinal images with dark 

Figure 8: Lines of 15 pixels with orientation: (left) 0°, (right) 45°
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accuracy equal to 0.9446 which are significantly close to 
the best results of other methods.

Figures 11‑13 shows the related ROC curve for each group 
of images.

To summarize the results, it’s evident that the performance 
of the proposed method, despite its simplicity, is 
comparable to or sometimes better than some of the 
existing segmentation methods considering both AUC and 
accuracy. In addition, it can be seen that the performances 
of the method for both databases and also normal and 
abnormal images are close to each other, which shows that 

Figure 10: A sample of segmentation result for a pathological image from 
STARE database with dark lesions

lesions. As it can be seen some of the dark lesions are partly 
removed. However, some of the isolated and fully connected 
false positive dark lesions remained.

Tables  1‑3 present the results of the proposed method 
together with the state‑of‑the‑art methods applied to the 
whole STARE database, the whole DRIVE database and the 
abnormal images in the STARE database. The results are in 
term of accuracy of the method and the area under the ROC 
curve (AUC). The works that their results are presented in 
the tables are introduced in Section I.

Table  1 demonstrates the results on the whole STARE 
database. As is evident, the AUC for our method reached a 
value 0.9431 with the accuracy of 0.9483, which are highly 
comparable to and sometimes higher than the previously 
reported values.

Table  2 shows the results on the whole DRIVE database. 
Here, the AUC and accuracy of the proposed method are 
0.9303 and 0.9387 respectively.

Table  3 shows the results of applying the proposed 
method only on the abnormal images of the STARE 
database. As it can be seen, the proposed method 
achieved high performance of AUC equal to 0.9438 and 

Figure  9: Segmentation results for pathological images from STARE 
database. (First row) Abnormal retina images with lesions. (Second row) 
Segmentation results. (Third row) Manual segmentation

Table 1: Results on the whole STARE database
Methods Accuracy AUC

Jiang and Mojon[6] 0.9009 0.9298
Hoover et al.[5] 0.9275 0.7590
Mendonça and Campilho[12] 0.9479 N/A
Nguyen et al.[8] 0.9324 N/A
Martinez‑Perez et al.[17] 0.9196 N/A
2nd observer from the database 0.9351 N/A
Proposed method 0.9483 0.9431
AUC – Area under the curve

Table 2: Results on the whole DRIVE database
Methods Accuracy AUC

Jiang and Mojon[6] 0.8911 0.9327
Chaudhuri et al.[4] 0.8773 0.7878
Mendonça and Campilho[12] 0.9463 N/A
Nguyen et al.[8] 0.9407 N/A
Martinez‑Perez et al.[17] 0.9316 N/A
2nd observer from the database 0.9473 N/A
Proposed method 0.9387 0.9303
AUC – Area under the curve

Table 3: Results on the pathological images of STARE
Methods Accuracy AUC

Jiang and Mojon[6] 0.9337 0.8906
Vermeer et al.[18] 0.9287 0.9187
Mendonça and Campilho[12] 0.9426 N/A
2nd observer from the database 0.9410 N/A
Proposed method 0.9438 0.9446
AUC – Area under the curve
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the proposed unsupervised approach operates consistently 
in different situations.

Table  4 represents the running time of our proposed 
method along with several already proposed methods. 
It is evident that our approach is efficient due to the fast 
segmentation time with an average of 7.6 s for all images in 
STARE and DRIVE datasets.

DISCUSSION

The proposed method is tested on both DRIVE and STARE 
image datasets and also on abnormal images of STARE. 
The results show that its performance is highly efficient in 
comparison with other methods in term of accuracy and the 
AUC.

In comparison with the work,[8] where also a multi‑scale line 
detection approach is used, the accuracy of the proposed 
method is higher for STARE dataset and is slightly lower for 
DRIVE dataset (AUC is not reported in).[8] The running time 
of our method is also slightly more. But, the advantage of the 
proposed method is that, here we use the multi‑scale line 
detection approach after reducing the bright lesions. This 
decreases the false vessel detection which may be produced 
around these regions. In our method we also applied the 
line operator only in three scales instead of seven scales 
used,[8] which makes the vessel detection procedure faster.

Another feature of the proposed method is the simplicity 
of implementation and the efficient time it needs to reduce 
bright lesions and to segment vessels simultaneously. It is 
also an unsupervised method which can be helpful when 
the manual segmentation of the images is not available.

The performance of the method is highly efficient in 
segmentation of pathological retinal images as it can be 
seen in Table 3.

Although, in the final segmentation, the majority of large 
and small vessels are detected, there is some erroneous 
false detection of noise and other artifacts. The major errors 
are due to background noise and non‑uniform illumination 
across the retinal images, border of the optic disc and 
other types of pathologies. Another difficulty is the lack of 
precision to capture some of the thinnest vessels that are 

Table 4: Running time for different methods
Methods Time PC Software

Nguyen 
et al.[8]

2.5 s PC, CPU Intel Duo Core 
2.4 GHz, 2.0 GB of RAM

MATLAB

Proposed 
method

7.6 s Laptop, Core2 Dou (TM) 
2.24 GHz, 2.0 GB of RAM

MATLAB

Mendonça and 
Campilho[12]

2.5‑3 min Pentium‑4 PC, 3.2 GHz, 
960 Mb of RAM

MATLAB

Soares 
et al.[10]

3 min 
(9 h for training)

PC (2167 MHz clock) 
with 1‑GB memory

MATLAB

Staal et al.[9] 15 min Pentium‑III PC, running at 
1.0 GHz memory

N/A

Figure  11: The receiver operating characteristic curve obtained by the 
proposed method on the whole STARE database

Figure  13: The receiver operating characteristic curve obtained by the 
proposed method on the pathological retinal images in the STARE database

Figure  12: The receiver operating characteristic curve obtained by the 
proposed method on the whole DRIVE database
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barely perceived by human observers. In fact, small retinal 
vessels usually have poor local contrast and they almost 
never have ideal solid linear structure.

Our proposed scheme does not require any user intervention 
and it has consistent performance for both normal and 
abnormal images and also on the two different datasets. 
The segmentation algorithm was applied to two databases 
and its performance has been analyzed. It achieved a 
competitive accuracy and the AUC compared with the 
other segmentation techniques and a human observer. The 
method was originally developed for fundus images, but it 
can be effective for other types of vascular images since its 
detection is based on the geometry of vessels. The proposed 
approach may provide a great benefit to ophthalmologists 
when monitoring, diagnosing and treating diabetic 
retinopathy and other ocular‑related diseases.
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