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INTRODUCTION

With moderately good spatial and temporal resolution, 
functional magnetic resonance imaging  (fMRI) provides 
unique measure for the non‑invasive study of the human 
brain. The human brain is a complex network, which has 
been characterized by spatially dynamic interactions 
among distinct regions in specific connectivity patterns.[1‑5] 
Brain networks have been primarily studied in terms of 
two major approaches. One is functional connectivity 
analysis methods that identify the temporal similarity 
patterns of neuronal interactions between spatially 
separate brain regions,[6‑8] usually computed using linear 
correlation analysis.[9‑11] Nonetheless, correlation between 
two regions time series does not imply either causality or 
even direction of information flow. The other is effective 
connectivity that measures the causal influence that 
one neuronal system exerts over the other.[12] Since the 
connectivity matrix for the effective connectivity network 
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is not symmetric, this network is also referred to a 
directed influence network.

Recently, there have been several studies that investigate 
the directed network in different activated brain regions[13,14] 
and within resting‑state networks (RSNs).[15,16] One group of 
methods attempting to estimate directionality is “lag‑based” 
approach, giving an estimation of directional connection. In 
this concept, it is assumed that one time series causes the 
other with temporal relation, if one has similar properties 
with a time‑shifted version of the other. In particular, the 
most common method is Granger causality. Granger causality 
analysis (GCA)[17] is an efficient approach that quantifies the 
causal relationship and the flow of information.[18‑20] This 
estimator is formalized within the framework of multivariate 
autoregressive (MVAR) linear model.[21,22]

The analysis of low‑frequency  (0.01-0.1  Hz) oscillations 
in task‑free  (“resting state”) BOLD fMRI data has revealed 
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a rich spatiotemporal structure that has become a 
dominant theme in brain imaging.[7,23] Most resting state 
fMRI  (rs‑fMRI) studies have been extended to studies of 
functional and effective connectivity network based on 
small‑world characteristics.[1] Small‑world properties are 
highlighted mark of a complex network. Small‑world 
topology can signify consistent and optimal architecture 
of the structural and/or functional connection network of 
human brain. Small‑world architectures using graph theory 
have focused on connectivity at both regional level[1,16,24] 
and voxel level.[25] However, it remains as an open question 
what the structure of the directed influence brain network 
would be[1,2] and whether the characteristics of topology 
would change in neuropsychiatric or neurodegenerative 
diseases. For this reason, the methodological application 
is designed in a real diagnostic dilemma so that the 
techniques are assessed in both health and disease. As an 
example of a disease in which directional connectivity is 
impaired,[26] Parkinson’s disease  (PD) was elected for this 
study. PD is a neurodegenerative disorder of the brain 
that is clinically characterized by slow movement, resting 
tremor, and rigidity.[27] The primary culprit is dopaminergic 
cell loss, particularly in the nigrostriatal system.[27] We 
first briefly comment on studies that are related, but not 
directly comparable to our work. Helmich et  al.[28] showed 
that connectivity of the posterior putamen with the inferior 
parietal cortex decreases in PD and that connectivity beween 
posterior putamen and the anterior part is increased. In 
addition, Wu et  al.[29] found that, in order to compensate 
dysfunction of the basal ganglia, effective connectivity 
in cortico‑cerebellar motor networks are increased in 
PD patients as compared to controls for improving the 
self‑initiated movements. Baudrexel et  al.[30] revealed the 
increase of subthalamic nucleus–motor cortex connectivity 
in PD. Recent studies on resting state connectivity of PD are 
mainly focused on functional connectivity.[30‑32] However, few 
researchers have investigated effective connectivity of PD on 
task stimulation such as movement.[29,33] Thus, in this study, 
we purposely focused on the specific changes associated 
with pathological impairments in PD, which can be indicated 
in directed interaction of the brain network in rs‑fMRI data. 
To this end, multivariate Granger causality analysis  (MGCA) 
in the time domain was applied on the reference time series 
of each pair of ROIs. Subsequently, the resulting influence 
threshold matrices for directed graph networks of PD 
and normal control  (NC) were generated and topological 
parameters such as causal flow, clustering coefficient, 
modulatory, and betweenness centrality were also evaluated.

MATERIALS AND METHODS

rs‑fMRI Data

10 PD patients and 10 age‑ and sex‑matched healthy subjects 
were studied. All patients were assessed clinically and scored 
according to the Hoehn and Yahr scale, while medications 

were withheld for long enough. The experiments were 
performed according to the national legislation and the 
Declaration of Helsinki and with the approval from the local 
ethics committee. All subjects were right‑handed and gave 
their written informed consent for the study.

Data were acquired at John Radcliffe Hospital, Oxford, 
UK (at the Oxford Centre for Functional Magnetic Imaging of 
the brain). The driven equilibrium single pulse observation 
of T1  (DESPOT1)‑HIFI quantitative imaging method 
implemented on a 3T Siemens  (Erlangen, Germany) Trio 
MR scanner. For each subject, a structural high resolution 
T1‑weighted with flip angle: 18o and 182 × 218 × 182 matrix 
size, and 120 volumes resting state functional T2‑weighted 
images of EPI data with parameters: Slice thickness = 3 mm, 
resolution  = 3  × 3 mm, TE  = 30 ms, TR  = 3000 ms were 
acquired.

Preprocessing

All functional data were first pre‑processed using tools 
from the FMRIB Software Library  (FSL, http://www.fmrib.
ox.ac.uk/fsl) and applied to the following procedures: 
Slice‑timing correction relative to middle axial slice for the 
temporal difference in acquisition among different slices, 
head motion correction as the translational or rotational 
parameters of a data set did not exceed ±1 mm or ±1° and 
therefore no datasets were excluded; spatial smoothing 
using a Gaussian kernel of FWHM 6  mm, mean‑based 
intensity normalization of all volumes by the same factor, 
and removing nonbrain tissue using BET were also part 
of FSL with threshold of 0.6. The first three volumes were 
discarded to remove the initial transient effects. Further 
preprocessing included spatial normalization, which carried 
out in two steps: Coregistration to structural images with 
seven DOF and normalization to the Montreal Neurological 
Institute (MNI) template with 12 DOF using FMRIB’s Linear 
Image Registration Tool (FLIRT). Moreover, for each subject, 
structural high‑resolution images were segmented into 
three partials: White matter, gray matter, and cerebrospinal 
fluid derived using FAST, FSL tissue segmentation tool. 
The time series of each voxel was finally passed through a 
band‑pass filter (0.01-0.08 Hz) to reduce low‑frequency drift 
and high frequency physiological noise.

Granger Causality Analysis

The notion of causality between two time series was 
introduced by Wiener[34] and was later formalized by 
Granger within the framework of MVAR linear models.[17] In 
the concept of unconditional G‑causality, X2 “causes” X1 if 
knowing X2 helps predict the future of X1 or its formulated 
statement, if the inclusion of past observations of X2 reduces 
the prediction error of X1 in a linear regression model of X1 
and X2, as compared to a model which includes only previous 
observations of X1.

[17,35] G‑causality can be described for two 
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time series X1(t) and X2(t) (both of length T) by a bivariate 
autoregressive model:
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Where P is the maximum number of lagged observations 
included in the model, A contains the coefficients of the 
model, and e1, e2 are the residuals for each time series.

The definition of Granger–Wiener causality is based on 
statistical prediction: A  time series has causal influence 
on another if the variance of the autoregressive prediction 
error of the later is reduced by including the past 
measurements of the former. Assuming that X1 and X2 are 
covariance stationary, the magnitude of this interaction 
can be measured by the log ratio of the prediction error 
variances for the restricted (R) and unrestricted (U) models:
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Where, ξ1R is derived from the model omitting the A12, j (for 
all j) coefficients in the first equation and ξ1U is derived from 
the full model.

Geweke demonstrated that pairwise time‑domain Granger 
causality can be additively decomposed by frequencies[36] 
and introduced measure of directional linear dependence 
between two time series conditioned on a third.[37] 
G‑causality can generalize to the multivariate (conditional) 
case in which G‑causality of X2 on X1 is tested in the context 
of multiple additional variables X3.… Xn.

[36] In this case, 
X2 G‑causes X1 if knowing X2 reduces the variance in X1’s 
prediction error when all other variables X3.… Xn are also 
included in the regression model. In this paper, multivariate 
version of Granger causality is applied as described in 
Seth.[38]

The estimation of MVAR model requires the number of time 
lags as a parameter  (p) to include, i.e.,  the model order. 
A  principled approach to specify the model order is to 
minimize a criterion that balances the variance accounted 
for by the model against the number of coefficients to 
be estimated. Two important criteria are the Akaike 
information criterion (AIC)[39] and the Bayesian information 
criterion (BIC).[40] For n variables:
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Where, T is the length of time series and n is the number 

of variables.

The causality relation is not reciprocal, thus allowing 
determination of the direction of information flow between 
the time series. In this method, the model includes the 
time series of individual regions without needing the 
reference time series derived from task stimulation design. 
Furthermore, this method is suitable for resting state 
analysis.

GRAPH THEORY

Graphs are sets of nodes and corresponding edges 
that can be used to represent networks.[1,4] An edge 
connecting two nodes can be interpreted as the presence 
of connection  between them. The topological properties 
of  the  directed influence brain network are defined 
based  on  a weighted directed graph G consisting of the 
numeric values of the threshold in the causal interaction 
matrix:
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Where, wij refers to the directed edge from node i to 
node j in the graph at the threshold level of T and Fi j→  
is the causality effect from node i to j. All edges have 
nonnegative weights and wij∈[0, 1]  (1  ≤  i, j  ≤ M), M is 
the number of ROIs. We implemented standard network 
parameters computation in MATLAB using software 
distributed by Rubinov and Sporns.[41] For each subject 
and each causality interaction, the following network 
parameters were calculated:

Connectivity Inflow‑Outflow Relationships

Weighted out‑degree Ki
out  of node i is the weight of 

outgoing edges incident the nodes:

K
M
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Accordingly, weighted in‑degree Ki
in  is related to the 

incoming edges:[42]
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the total degree of node i can be defined as the difference 
between Ki

out  and Ki
in :[43]
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Clustering Coefficient

The clustering coefficient for a given node i describes the 
local connectedness of direct neighbors around individual 
nodes. The clustering coefficient of a weighted directed 
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graph is defined as follows:[44]
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Modulatory

A module is a subgroup of the graph that has higher 
connections with each other than with the other part of 
the graph. The algorithm to find the optimal modularity 
in directed network has been generalized by Leicht and 
Newman:[45]
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Where, mi is the module containing node i, and 
dm m i ji j

m m� ,= =1if  and 0 otherwise.

Betweenness Centrality

Betweenness centrality captures the influence that one 
node has over the flow of information between all other 
nodes in the network and can be calculated as follows:[46]

B
n n

i
i m n G

m n i m i n

mn

mn

=
−( ) −

∑
≠ ≠ ≠

1
1 2( )

( )
,

, ,


d
d

� (12)

Where, dmn is the total number of shortest paths from node 
m to node n and dmn  (i) is the number of shortest paths 
from node m to node n that pass through node i. Regions 
are identified as the hubs of the network if betweenness 
centrality values are at least one standard deviation  (SD) 
greater than the average of the parameter over the 
network (i.e., Bi > mean ± SD).

ROI SELECTION

Based on the pathophysiologic model of PD in the 
literature[26] and according to the common understanding of 
the motor system, the regions that are especially involved 
in movement were selected. These included three parts 
of basal ganglia  (caudate, putamen, pallidum), thalamus, 
cerebellum, hippocampus, and motor cortex (M1, premotor 
cortex, and supplementary motor cortex). The motor cortex 
comprises the primary motor cortex, premotor cortex, and 
supplementary motor area. Details of the abbreviations can 
be found in Table 1. For preparing the mask of ROIs, three 
following steps are required:
•	 Extracting the ROIs using the Harvard‑Oxford Cortical 

and Subcortical Structural Atlas atlases  (http://www.
fmrib.ox.ac.uk/fsl/data/atlas‑descriptions.html)

•	 Splitting ROIs in left and right hemisphere using the 

fslmaths commands
•	 Setting weighted masks threshold at 50% and making 

binary masks.

All structural and functional images were transformed to 
standard atlas and the representative time series of each 
ROI was obtained by averaging the fMRI time series across 
all voxels in the ROI. Several procedures were used to 
remove possible spurious variances from the data including: 
1) six head motion parameters obtained in the realigning 
step, 2) signal from a region in cerebrospinal fluid, 3) signal 
from a region centered in the white matter, and 4) the linear 
trend.[47]

Moreover, to correct for the influence of physiological 
noise, estimations of cardiac and respiratory information 
were performed using a temporal Probabilistic Independent 
Component Analysis  (tPICA), as implemented in melodic. 
Specifically, 37 components were identified from our 
resting‑state datasets. Among the spatial patterns of the 
components, the one with highest spatial correlation with a 
predefined cardiac source map was considered as the major 
source of cardiac artifact.[48] The time courses from the 
cardiac‑correlated map were averaged to generate a cardiac 
time series. The same procedure was done to generate a 
respiratory artifact. These cardiac and respiratory time 
series were also then used to regress out physiological 
influence.

RESULTS

Regional Directed Interactions Based on Granger 
Causality

The most effective processing steps to implementation 
of GCA approach is illustrated in Figure 1. Here, we used 
an implementation of GCA referred to as “Granger Causal 
Connectivity Analysis” toolbox.[38] According to previous 
studies that give rational reasons to use the filtered fMRI 
data for directed influence brain network during the 
resting state,[49] band pass filtering  (0.01‑0.08  Hz) was 
applied on data before GCA. As this approach requires the 
specification of the “model order” (number of recent time 

Table 1: List of regions of interest and corresponding 
abbreviations

AbbreviationROIs

THALThalamus
CAUCaudate
PUTPutamen
PALLPallidum
HIPPHippocampus
PFCPre frontal cortex
CERCerebellum
MC (M1+PMC+SMA)Motor cortex (primary motor cortex+premotor 

cortex+supplementary motor area)
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points to include in the autoregressive model), the Akaike 
information criterion[39] yielded an optimum model order 
to seven.

The mean direct influence matrix of each pair of ROIs 
was calculated by averaging the Granger connectivity 
values across all the subjects in left and right hemispheres 
[Figure  2]. The causal coefficients of two groups are not 
significantly different  (P =  0.6); nevertheless, mean and 
variance of NC is 0.122 ± 0.18 and PD is 0.089 ± 0.11.

Granger Causality Network of the Brain

A directed network can illustrate the interpretation of 
the measured effective connectivity. We constructed 
directed connectivity network of causal interactions 
for NC and PD group. The 16‑ROI connectivity matrix 
contains a huge number of connections  (16  ×  15) and 
it is difficult to interpret. Therefore, the network was 
further reduced by removing connections, which did 
not comply threshold and it was constructed involving 
all significant connections at the threshold level of T in 
sixtheen ROIs. We established first level group analysis of 
Granger causality coefficients via an F‑test at threshold 
level (P < 0.05) and multiple comparison correction with 
bonferroni correction.[38] The network obtained from 
the resulting MVAR is shown in Figure 3. The colors of 
connections represent Granger connection strengths. 

The figure illustrates that there are positive pairwise 
cross relevancies between caudate and cerebellum in 
the left and right hemispheres. In addition, motor cortex 
and caudate have reciprocal connections in the left and 
right hemispheres. However, there are not any symmetric 
connections in PD network.

Variations of GC coefficients corresponding to significant 
connections are shown in Figure 4 for NC (left) and PD (right). 
In these figures, the width of connection arrow represents 
standard deviation value of coefficients. As the variations in 
NC group show standard deviation, significant symmetric 
connections is less than asymmetric ones.

Moreover, the combination of GC coefficients  [Figure  3] 
and those variations  [Figure  4] is illustrated as error‑bar 
plot (mean ± SD) in Figure 5.

Nodal Degrees

For each ROI, we computed the total degree, in‑degree, 
and out‑degree from the directed influence matrix. The 
group averaged results constructed by a threshold level T 

Figure 2: The group direct influence of each pair of ROIs was calculated by 
the Granger influence matrices across all the subjects in healthy group (top) 
and in Parkinson patients (below). Abberivations as in Table 1

Figure 1: Resting-state Granger causality analysis processing methodology
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are shown in Figure 6  (P < 0.05 and multiple comparison 
correction). The L‑CER and R‑CER showed higher levels of 
out‑degree than the other nodes in NC, demonstrating 
that it exerts a strong causal influence over the other ROIs. 
Moreover, L‑CAU and R‑CAU have maximum in‑degree 
values, indicating that these regions are the center of 
impressibility over the rest of the nodes. The left and right 
Putamen showed high in‑degree values in PD, indicating 
that these brain regions are more influenced by the other 
regions in PD. As Figure 6 shows, out‑degree and in‑degree 
values for the PD are smaller than NC.

Nodal Clustering Coefficient

The results of the clustering coefficients for directed 
influence brain network are shown in Figure 7. In NC group, 
left and right CER, left and right CAU and, R‑HIPP show most 
clustering coefficient values. While in PD, R‑PUT and left and 
right PFC show the highest clustering coefficient values.

Modulatory of the Directed Brain Network

The results of modulatory algorithm show that the 
directed brain networks of PD and NC are divided into 3 
modules  [Figure 8]. Module I of NC is shown with green 
in figure including 6 symmetric regions such as left and 
right PALL, left and right HIPP, and left and right CER. This 
module has changed in PD, especially the rule of PALL, and 
it moves to module II. Module II and III are shown with 
blue and red respectively; both of them are also changed 
in PD.

Betweenness Centrality of the Directed Brain 
Network

Based on betweenness centrality, we identified the consistent 
hubs that passed threshold levels. They include L‑CAU, 
L‑CER, and L‑PUT in the healthy [Figure 9]. Furthermore, the 
hubs in PD patients include L‑PFC and R‑PFC.

Figure 3: Directed causality network in resting state of normal control (left) 
and Parkinson’s disease (right). Only significant connections are shown

Figure 4: Variations of GC coefficients corresponding to significant 
connections of normal control (left) and Parkinson’s disease (right). 
Only significant connections are shown. The width of connection arrow 
represents standard deviation value of coefficients

Figure 5: Variations of GC coefficients corresponding to significant connections of normal control (left) and Parkinson’s disease (right). Error-bar plot, 
(mean ± SD)
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DISCUSSION

In recent years, some rs‑fMRI studies have revealed the causal 
influence among brain regions in the DMN[50‑52] or among the 
RSNs,[49] but only few studies have investigated the changes 
of causal influence in especial condition or in disorders.[15] 
On the other hand, the variety of studies investigating the 
effect of PD on directional connectivity was recorded under 
different conditions, e.g., during motor tasks while our data 
set is related to PD on resting condition. However, prior to 
us, Wu et al. also performed GCA to investigate pattern of 
basal ganglia network in PD in movement and in resting 
state.[53] They identified the brain regions where activities 

follow or predict activations in the Substantia Nigra and 
showed that causal connections were abnormal in PD.

In Granger concept,[17,35] it has been known that if two 
signals are influenced by a third one, which is not included 
in the regression model, this leads to erroneous causal 
quality. Thus, in the present study, an extension to the 
multivariate case was used. MGCA is based on an expansion 
of the autoregressive model to a general multivariate case 
including all measured variables.[38]

In current study, we focused on directed influence brain 

Figure 6: Total degree, in-degree, and out-degree of significant connections of the directed influence brain network are displayed from top to bottom row, 
respectively. The first blue column is related to the healthy and second to PD

Figure 7: Nodal clustering coefficients of the directed influence brain 
network in normal control (left) and Parkinson’s disease (right). The size of 
nodes represent nodal clustering coefficient values at the axial view

Figure 8: Modularity of the directed influence brain network. Three module 
in normal control (left) and Parkinson’s disease (right). Regions that are 
placed at their respective centroids are marked by using different colored 
spheres at the axial view
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network based on multivariate  (conditional) Granger 
Causality  (MGCA) at regional level from rs‑fMRI data in 
Parkinson patients. We consider all the regions involved in 
the movement and regard the directed causality network as 
a small‑world topology.

Previous studies[2,54] found that the brain network has 
a small‑world connectivity structure with topological 
properties. Liao et al.[16] demonstrated that it would also be 
true for the graph derived by the directed network. They 
showed that topological properties of the graph theory 
are the characteristics of directed influence networks of 
the human brain network. Disruption of these networks is 
responsible for several specific neurological disorders of the 
brain.[55] In this study, we used this concept and examined 
the architecture of the directed brain network at rest using 
GCA and graph theory.

The group mean and standard deviation of causality 
coefficients matrix extracted by MGCA across the group of 
NC and PD were 0.122 ± 0.18 and 0.089 ± 0.11, respectively. 
This result shows that there was no significant difference 
between two groups (P = 0.630, two‑sample t‑test). It also 
demonstrates that the strenght of causality interactions 
decrease in PD. Previous study reveals decreased connectivity 
from the substantia nigra to the corresponding brain regions 
in PD patients as compared to healthy controls.

The directed brain network constructed using significant 
connections in each group suggested that there are positive 
pair‑wise cross relevancies between caudate and cerebellum 
in the left and right hemispheres in equilibrium manner as 
in the control group [Figure 3 left]. We found weaker causal 
connectivity between CER and CAU with their local regions 
in patients with PD as compared to controls. These results 
propose the effect of abnormal signals from and to the 
motor network. Due to the significant role of CER in motor 
control and cognition, decrease of CER connectivity could 

account for the clinical problems in PD.[28] These disrupted 
connections indicate a lack of readiness for movement and 
might be responsible for difficulty in initiating movements.

Furthermore, motor cortex and caudate have reciprocal 
connections in left and right hemispheres, while 
these symmetric connections are disorganized in PD 
network  [Figure  3]. Disruption of this local network in 
PD demonstrates the disturbance of the interactions of 
motor networks in resting state of PD patients. Alteration 
of directional connectivity among networks are related 
to motor preparation and initiation rather than to motor 
execution in PD.

One of the primary purpose of this study was to investigate 
the application of graph theoretical measures to evaluate 
human brain causality networks and to compare and 
quantify the results between NC and PD. Graph analysis 
provides a way of looking at human brain architecture to 
reach out to more systematic approaches that focus on 
regions of interest.[1]

With reference to direct information flow, some brain regions 
were characterized by pivotal regions, which influenced or 
were influenced more by the other brain regions. The L‑CER 
and R‑CER show higher levels of out‑degree than the other 
nodes in NC, demonstrating that it exerts a strong causal 
influence over other ROIs. The left and right caudate had 
maximum in‑degree values in NC, explaining that these 
regions are the center of impressibility among other nodes. 
Furthermore, left and right Putamen showed high in‑degree 
values in PD, indicating that these brain regions are more 
influenced by the other regions in PD. In general, flow of 
information was smaller in PD than in NC [Figure 6]. These 
findings suggest alteration of the functional arrangement of 
the brain in the resting state, which affects the information 
organization from and to the other brain regions related 
to both primary dysfunction and higher‑level cognition 
impairment in PD.

Considering topological properties, R‑CER in NC and R‑PUT 
in PD show the highest clustering coefficient values. High 
clustering allows adjusted information processing, which is 
functionally segregated from one area to another. The main 
function of the putamen is to regulate movements and 
influence various types of learning. It employs dopamine to 
perform its functions. Because the PUT plays a critical role 
in motor execution, it increases its connectivities compared 
to control group to compensate for the depletion of 
dopamine. This is likely a crucial reason for motor deficits 
in PD.

Modularity is an important topological characteristic of 
complex networks; therefore, identification of modularity 
can help us reveal the topological properties of human brain 
networks.[1] Modular structure in the brain system recognize 

Figure 9: The hubs identified based on betweenness centrality in normal 
control (top) and Parkinson’s disease (bottom)
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subset of anatomically and/or functionally integrated nodes 
that manage specific biological functions. Recently, many 
studies have proposed that human brain networks have 
similar modular structures.[45,56] They have recognized that 
principle modules are related to the different primary brain 
functions. In our analysis, we found three different modules 
which were mostly symmetric ROIs in two hemispheres in 
NC  [Figure  8], while, in patients, only HIPP and PFC had 
similar modules in two hemispheres.

Betweenness centrality recognize region, which plays a 
key role in the integration of information in the complex 
processes. A  node with high value of information flow 
reflects its functional importance and proves to identify 
betweenness centrality within the directed influence brain 
network. For instance, L‑CER, L‑CAU, and R‑CAU, which have 
high in‑degree values in NC are detected as betweenness 
centrality node in NC  [Figure  9]. In addition, L‑PFC and 
R‑PFC with high out‑degree in PD are also recognized as 
betweenness centrality nodes.

In implementation details of multivariate G‑causality 
method, for each pair‑ROI connection in MVAR model, other 
measured signals of all ROIs are also included. Therefore, 
the result of MVAR depends on not only the causal influence 
level between the two time series but also on the other 
variables included in the model. Structural constraints 
typically make presumptions about the causal connectivity 
patterns embedded in the data. At this point, we limited our 
study to regions that were involved in movement, if all brain 
areas had been included, the conditional Granger causality 
measures might have led to different outcome.

G‑causality cannot recognize whether or not the causal 
connection between two regions is direct or indirect via 
other region (s). Thus, this study is not sufficient to discover 
a complete model of the changes in influence interaction in 
PD. Understanding structural and anatomical connectivity 
using diffusion tensor imaging can help us to improve our 
causality network.

In this work, results have profound implications for 
understanding the topological mechanisms underlying 
the directed influence network in the human brain in the 
healthy control and PD. One possible interpretation of the 
small‑world topology characteristics is that they might 
reflect an optimal minimized architecture of the directed 
influence brain network in which the information is 
processed by a highly interconnected network of regions 
and efficiently transferred between them.[16] Therefore, 
topological properties can provide reliable and robust 
markers for identifying dysfunctional brain architecture. 
Clearly, further work is needed to explore these aspects 
that would provide more insights into the interpretation of 
the directed network results and in clarifying key points in 
pathophysiological disorders.
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