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Introduction

Multiple sclerosis  (MS) is a progressive neurological 
disorder, which is caused by structural damages of axons 
and their myelin sheathes in the central nervous system. 
MS lesions present temporal changes in shape, location, 
and area among patients, and thus it is necessary 
for radiologists to accurately detect and evaluate MS 
lesions.[1] However, the accurate assessment of each lesion 
in magnetic resonance (MR) images would be a demanding 
and time‑consuming task, and also a manual measurement 
could be subjective and have poor reproducibility. Therefore, 
a number of semi‑automated or automated methods have 
been proposed for identifying and/or segmenting MS 
lesions in MR images.

Khayati et  al.[2] proposed an approach for fully‑automated 
segmentation of MS lesions in fluid attenuated inversion 
recovery  (FLAIR) MR images. The proposed approach, 
based on a Bayesian classifier, utilizes the adaptive mixtures 
method  (AMM) and Markov random field  (MRF) model to 
obtain and upgrade the class conditional probability density 
function  (CCPDF) and a priori probability of each class. 

A b s t r a c t

This paper presents a new feature selection approach for automatically extracting multiple sclerosis  (MS) lesions in three‑ 
dimensional (3D) magnetic resonance (MR) images. Presented method is applicable to different types of MS lesions. In this method, 
T1, T2, and fluid attenuated inversion recovery (FLAIR) images are firstly preprocessed. In the next phase, effective features to extract 
MS lesions are selected by using a genetic algorithm (GA). The fitness function of the GA is the Similarity Index (SI) of a support 
vector machine (SVM) classifier. The results obtained on different types of lesions have been evaluated by comparison with manual 
segmentations. This algorithm is evaluated on 15 real 3D MR images using several measures. As a result, the SI between MS regions 
determined by the proposed method and radiologists was 87% on average. Experiments and comparisons with other methods show 
the effectiveness and the efficiency of the proposed approach.
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A  mean value equal to 0.75 was obtained for Similarity 
Index (SI).

Anbeek et  al.[3] proposed a novel automatic approach for 
segmentation of the white matter  (WM) lesions in MR 
images of brain. Their introduced algorithm uses different 
information, including voxel intensity and the spatial 
information, to classify voxels by a K‑nearest neighbor (KNN) 
classifier. This technique assigns a probability to each voxel 
to be a part of WM lesion. The SI, then, is used for the 
determination of an optimal threshold on the probability 
map to segment the images. They showed the high accuracy 
of their approach, in comparison with other methods 
for similar task. Lorenzo et  al.[4] suggested an approach 
that used the information from the proton density  (PD), 
T2‑weighted and FLAIR images. This strategy involved 
cerebrospinal fluid (CSF) and lesion classification using the 
Parzen window classifier. Image processing, morphological 
operations and ratio maps of PD and T2‑weighted images 
are used for minimizing false positives. Contextual 
information is exploited for minimizing the false negative 
lesion classifications using hidden Markov random field 
expectation maximization  (HMRF‑EM) algorithm. Lesions 
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are delineated using fuzzy connectivity. Prastawa et  al.[5] 
presented a novel, fully‑automatic segmentation method 
for MS lesions in brain MRI that combined outlier detection 
and region partitioning. The method was based on an atlas 
of healthy subjects and detected lesions as outliers, without 
the necessity to use training data with segmented lesions. 
Ardizzone et  al.[6] presented a novel approach to detect 
multiple sclerosis  (MS) lesions in T2‑and PD‑weighted MR 
images. The core of the proposed method is the use of 
the two channels fuzzy C‑means  (FCM) segmentation of 
data, where the classical FCM approach runs, at first, on 
two separate spectra. Then, the one‑dimensional  (1D) 
distributions of the clusters centers obtained by FCM are 
composed in the two‑dimensionally, which is a priori imposed 
on the two‑spectrum segmentation procedure. Admasu 
et  al.[7] suggested a method that combined the strengths 
of the two existing techniques: Fuzzy connectedness and 
artificial neural networks. From the input MR brain image, 
the fuzzy connectedness algorithm was used to extract 
segments which were parts of CSF, WM, or gray matter (GM). 
Segments of the MR image which were not extracted as 
part of CSF, WM or GM were processed morphologically, 
and features were computed for each. These computed 
features were then fed to a trained artificial neural network, 
which decided whether a segment was a part of a lesion 
or not. Admiraal‑Behloul et al.[8] suggested a fully‑automatic 
segmentation method for quantifying WM hyper intensity 
in a large clinical trial on elderly patients. Their algorithm 
combined information from three different MR images 
including PD, T2‑weigted, and FLAIR and FCM algorithm for 
clustering process. The approach demonstrated very high 
volumetric and spatial agreement with expert delineation.

In the previous algorithm suggested by the authors of 
this paper, an automatic approach was introduced for MS 
segmentation of brain, in MR‑T1 and T2 images.[9] The 
proposed approach was based on a new clustering algorithm 
named Spatially Constrained Possibilistic Fuzzy 
C‑means  (SCPFCM). SCPFCM uses membership, typicality, 
and spatial information to cluster each voxel. The proposed 
method relies on an initial segmentation of MS lesions in 
T1‑ and T2‑weighted images by applying SCPFCM algorithm, 
and the T1 image is then used as a mask and is compared 
with the T2 image.

The presented methods use a fixed number of features and 
the segmentation of different MS lesions are performed with 
these features. This paper presents a new method that uses 
dynamically a variable number of features. This approach can 
use different features for segmenting different MS lesions.

SUPPORT VECTOR MACHINE

The support vector machine  (SVM) is a machine learning 
technique that facilitates linear and nonlinear binary 
classification. Given a sample, S x yi i i

M= ={( , )} 1  with xi ∈ X 

⊆ RN being a vector of N measurements, yi ∈{–1, +1} the 
corresponding binary class label, and M denoting the number 
of observations, SVMs infer (learn) from the data of a functional 
model, f x XΛ ( ) : { , }.∞ − +1 1  This enables estimation of the 
class membership of novel examples (i.e., observations not 
contained in S). The vector L includes the parameters of 
the classifier which are fitted on S in a model building stage  
(classifier training).

SVMs are inspired by the statistical learning theory.[10] To 
derive a classification model from S, they implement the 
concept of a maximal margin separation. That is, they strive 
to maximize the distance between examples that are closest 
to a linear‑decision surface separating the two classes.[11] It 
can be shown that by maximizing this margin, a bind on 
the generalization error, i.e.,  the error on future data, is 
minimized.[10]

To construct a linear classifier with maximal margin, the 
norm of the corresponding hyperplane’s weight vector, w, 
has to be minimized, subject to the constraint that training 
examples of each class reside on opposite sides of the 
separating surface [Figure 1].

With yi ∈{−1, +1}, this constraint can be formulated as:[12]

y wx b i Mi i( ) , ,...,+ ≥ =1 1 � (1)

Examples which satisfy (1) with equality are called support 
vectors as they define the orientation of the resulting hyper 
plane. To account for misclassifications  (i.e.,  examples 
violating  (1)), the soft margin formulation[11] introduces 
continuous slack variables ξi. Hence, to build a maximal 
margin SVM classifier, the following convex quadratic 
programming problem has to be solved:

min /
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The primal decision variables w and b define the separating 
hyper plane so that the resulting classifier takes the form:

Figure 1: Linear separation of two classes − 1 and + 1 in two‑dimensional (2D) 
space with a support vector machine classifier
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f x sign w x bw bΛ= = +{ , }
* *( ) (( . ) ), � (3)

where w* and b* represent the solution of (2).

To construct more general nonlinear decision surfaces, SVMs 
map the input data into a high‑dimensional feature space via an 
a priori chosen mapping function Φ. Constructing a separating 
hyper plane in this feature space leads to a nonlinear decision 
boundary in the input space.[9] The capability of SVMs to 
disclose nonlinear relationships among input variables by 
projecting the data into a feature space of higher dimension 
has been demonstrated on several well‑known benchmarking 
datasets.[13] For example, standard nonlinear classification 
tasks like the exclusive or (XOR) problem, the 2‑spiral problem, 
or the classification of a chess board into black and white 
regions are solved with SVMs.[11,14,15]

The mapping of the data is accomplished implicitly to 
avoid resource intensive calculations in the transformed 
feature space. Consider the dual of (2), with αi denoting the 
Lagrangian multipliers:[2‑9]
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Genetic Algorithm

A genetic algorithm (GA) is a search heuristic that mimics 
the process of natural evolution. This heuristic is routinely 
used to generate useful solutions to optimize and search 
problems. GAs belong to the larger class of evolutionary 
algorithms  (EA), which generate solutions to optimization 
problems using techniques inspired by natural evolution, 
such as inheritance, mutation, selection, and crossover.

In a GA, a population of strings  (called chromosomes or 
the genotype of the genome), which encode candidate 
solutions  (called individuals, creatures, or phenotypes) to 
an optimization problem, evolves toward better solutions. 
Traditionally, solutions are represented in binary as strings 
of 0s and 1s, but other encodings are also possible. The 
evolution usually starts from a population of randomly 
generated individuals and happens in generations. In each 
generation, the fitness of every individual in the population 
is evaluated, while multiple individuals are stochastically 
selected from the current population  (based on their 
fitness), and modified (recombined and possibly randomly 
mutated) to form a new population. The new population is, 
then, used in the next iteration of the algorithm. Commonly, 
the algorithm terminates when either a maximum number 
of generations have been produced, or a satisfactory fitness 
level has been reached for the population. If the algorithm 
has terminated due to a maximum number of generations, a 
satisfactory solution may or may not be reached.[16]

Proposed Method

The proposed method in the first step preprocesses 
three‑dimensional  (3D) T1‑weighted, T2‑weighted, and 
FLAIR images of the patient. Then efficient features to 
extract MS lesions are chosen by using GA. In this step, 
fitness function is the accuracy of SVM classifier which 
classifies voxels of images into MS and Non‑MS classes. 
Finally, one set of selected features by GA produce the best 
segmentation result of MS lesion in the patient image by 
SVM classifier. Figure  2 shows the block diagram of the 
presented method in general. The trained SVM classifier, 
with the selected features, is then used as a segmentation 
machine for extracting MS lesions in other images.

Preprocessing

Noises and non‑uniformity of  T1, T2, and FLAIR image are 
firstly removed by using common techniques. Then, FMRI 
Software Library (FSL) tools[17] are applied to register T1 and 
FLAIR images to T2 image by local–global technique. By 
applying a set of morphological operations, the surrounded 
area of brain is deleted.

Chromosomes

Chromosomes are coded in binary form in the GA. Each 
chromosome contains 27 genes and every gene is related to 
a feature. These features are the intensity of the voxel and 
eight neighbors of voxel in T1, T2, and FLAIR images. Each 
‘0’ gene in the chromosome shows that the related feature 
is not selected and each ‘1’ gene indicates considering the 
feature in assessment [Figure 3].

Genetic Algorithm Operators

In the applied GA, the population number is five. Roulette 
wheel model, single‑point crossing operator with 0.8 of 
crossover rate and mutation operator with 0.01 of mutation 
rate are used to select proper chromosomes to produce 
next generation.

SVM Classification

SVM classifier is here used to classify the voxels into MS 
and Non‑MS classes. The SVM classifier is initially trained 
using a set of images that were manually segmented by a 
radiologist. With training images used, a set of effective 
features for MS lesions’ extraction are selected. These 
features are then used to segment MS lesion in patient’s 
image by trained SVM classifier.

Fitness Function

To evaluate each chromosome in the population, SI (Eq. 5) 
of SVM classifier is used. The SI of SVM classifier shows 
fitness function, maximization of which is our goal.
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Figure 2: Overview of the proposed method based on combination of genetic algorithm and support vector machine method

Verification and Results

MR Imaging

We exert the suggested method on real MR images of 
15  patients taken from Imam Khomeini hospital. Images 
were selected in this study according to the revised 
McDonald criteria 2005.[18] The size of used images and 
the intensity of each 3D voxel are 256 × 256 × 25 voxels and 
0.97 × 0.97 × 4 mm in order. The location and the size of 
lesion are different in these 15 patients. Five images are used 
to train the SVM classifier and ten images are applied as test 
images. To compare the segmentation of lesions for Patients 
with different lesion volumes (LV), three patient categories: 
patients with, small (LV < 4 cc), moderate (4 cc < LV < 18 cc), 
and large lesion (LV > 18 cc) load, in our selected slices, were 
composed.[8] Accordingly, 4 out of 10 reviewed patients have 
small lesion, 4 have medium lesion and 2 have large lesion.

Evaluation

Results of the lesion segmentation based on the proposed 

method are compared with those of gold standard. 
The SI,[19] overlap fraction  (OF), and extra‑fraction  (EF),[19] 
are calculated for the selected slices. The SI is a criterion 
for the correctly classified lesion area relative to the total 
area of the lesions, in both the gold standard and in the 
segmented image. The OF and EF specify, respectively, the 
areas which have been correctly and falsely classified, as 
lesion areas relative to the lesion area in the gold standard.

SI= 2TP
2TP+FP+FN

� (5)

OF = TP
TP+ FN

� (6)

EF= FP
TP+FN

� (7)

In these equations, TP stands for true positive voxels, FP 
for false positive voxels, and FN for false negative voxels. SI 
and OF for a good segmentation should be close to 1 and 
EF should be close to 0. Practically, a value for SI, more than 
0.7, represents a very good segmentation in this field.[19]

RESULTs

Five images are used for training and 10 images for test. 

Figure 3: View of a chromosome
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Figure 5: Segmentation of multiple sclerosis lesions in three slices of a real magnetic resonance images. (a) Original fluid attenuated inversion recovery image; (b) 
original T2 image;  (c) original T1 image,  (d) automatic segmentation of MS lesions by genetic algorithm–support vector machine  method;  (e) manual 
segmentation of MS lesions

dcba e

Figure 4: Segmentation of multiple sclerosis lesions in three slices of a real magnetic resonance (MR) images. (a) Original fluid attenuated inversion recovery 
image; (b) original T2 image; (c) original T1 image, (d) automatic segmentation of MS lesions by genetic algorithm–support vector machine method; (e) manual 
segmentation of MS lesions

dcba e
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Classification results in three and five slices of three real 
images into two classes of MS lesion and Non‑MS lesion are 
shown in Figures 4-6. To evaluate results, all slices of MR 
images of 10 patients were classified by a radiologist. The 
output of every slice is a binary image in which the lesion 
is distinctive.

DISCUSSION

Compared with previous methods to extract MS lesions, 
our proposed method produces significantly better results. 
Images used in this method are the same as those of other 
methods based on imaging criteria.[18]

Figure 6: Segmentation of MS lesions in 5 slices of a real MR images. (a) Original FLAIR image; (b) Original T2 image; (c) Original T1 image, (d) Automatic 
segmentation of MS lesions by GA‑SVM method; (e) Manual segmentation of MS lesions

dcba e
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It is reminded that these researchers have used manual 
segmentation for the evaluation of their methods. We, 
too, used manual segmentation for evaluation. Therefore, 
comparison of our method with these methods is reasonable.

The quantitative results obtained with genetic algorithm–
support vector machine (GA–SVM) and SCPFCM algorithms[9] 
are provided in Table  1. As it is seen in this table, the 
means of the calculated similarity criteria for the GA–SVM 
compared to SCPFCM increased about 4.6%, 9.8%, and 2.3% 
for SI, OF, and EF, respectively. Table 2 shows the results of 
several methods. Method,[2] and,[8] are statistical methods 
and method,[3] is a fuzzy method based on FCM algorithm. 
Method,[9] is another method presented by the author, 
based on SCPFCM algorithm and is tested and investigated 
on the same images. So the offered method is more efficient 
than the previous methods. The method works better 
than all the other except,[9] in medium and large lesions 
proposed method that have better results than the other 
methods compared with. As it is seen in the Table 2, the 
segmentation algorithm presented in this paper improves 
12%, 12%, 7%, and 5%, the results reported by Khayati et al.,[2] 
Admiraal‑Behloul et  al.,[8] Anbeek et  al.,[3] and Khotanlou 
et al.,[9] respectively.

Conclusion

We presented a new method to select features in order to 
extract MS lesions based on combination of GA and SVM 
classification method. This method was compared with 
the manual method and the results show that this method 
works better than other methods and is a good choice to 
find, and initially classify, MS lesions in MR images.

Acknowledgment

We thank the MRI center of Imam Khomeini Hospital in Tehran for 
providing the MR images.

References

1.	 Guttmann CR, Kikinis R, Anderson MC, Jakab M, Warfield SK, Killiany RJ, 
et al. Quantitative follow‑up of patients with multiple sclerosis using 
MRI: Reproducibility. J Magn Reson Imaging 1999;9:509‑18.

2.	 Khayati  R, Vafadust  M, Towhidkhah  F, Nabavi  SM. A  novel method 
for automatic determination of different stages of multiple 
sclerosis lesions in brain MR FLAIR images. Comput Med Imaging 
Graph 2008;32:124‑33.

3.	 Anbeek P, Vincken KL, van Osch MJ, Bisschops RH, van der Grond J. 
Probabilistic segmentation of white matter lesions in MR imaging. 
Neuroimage 2004;21:1037‑44.

4.	 Lorenzo  D, Prima  S, Morrissey  S, Barillot  C. A  robust 
expectation‑maximization algorithm for multiple sclerosis lesion 
segmentation. In: Proceeding of MICCAI Workshop; 2008. p. 277.

5.	 Prastawa  M, Guido  G. Automatic MS lesion segmentation by 
outlier detection and information theoretic region partitioning. 
In: Proceeding of A Grand Challenge II Workshop at Medical Image 
Computing and Computer Assisted Intervention (MICCAI); 2008.

6.	 Ardizzone  E, Pirrone  R, Gambino  O, Peri  D. Two channels fuzzy 
c‑means detection of multiple sclerosis lesions in multispectral MR 
images. In: IEEE Proceeding of ICIP2002; 2002. p. 345‑8.

7.	 Admasu  F, Al‑Zubi  S, Toennies  K, Bodammer  N, Hinrichs  H. 
Segmentation of multiple sclerosis lesions from MR brain images 
using the principles of fuzzy‑connectedness and artificial neuron 
networks. In: IEEE Proceedings of ICIP2003; 2003. p. 1081‑4.

8.	 Admiraal‑Behloul  F, van den Heuvel  DM, Olofsen  H, van Osch  MJ, 
van der Grond J, van Buchem MA, et al. Fully automatic segmentation 
of white matter hyperintensities in MR images of the elderly. 
Neuroimage 2005;28:607‑17.

9.	 Khotanlou H, Afrasiabi M. Segmentation of multiple sclerosis lesions 
in brain MR images using spatially constrained possibilistic fuzzy 
C‑means classification. J Med Sign Sens 2011;1:149‑55.

10.	 Vapnik VN. Methods of Pattern Recognition. The Nature of Statistical 
Learning Theory. New York: Springer; 1999.

11.	 Cristianini N, Shawe‑Taylor J. Support Vector Machines. An Introduction 
to Support Vector Machines and Other Kernel‑based Learning Methods. 
Cambridge: Cambridge University Press; 2000. p. 93.

12.	 Burges  CJ. A  tutorial on support vector machines for pattern 
recognition. Data Min Knowl Discov 1998;2:121‑67.

13.	 Van Gestel T, Suykens JA, Baesens B, Viaene S, Vanthienen J, Dedene G, 
et al. Benchmarking least squares support vector machine classifiers. 
Mach Learn 2004;54:5‑32.

14.	 Cui  D, Curry  D. Predictions in marketing using the support vector 
machine. Mark Sci 2005;24:595‑615.

15.	 Suykens  JA, Vandewalle  J. Least square support vector machine 
classifiers. Neural Process Lett 1999;9:293‑300.

16.	 Coley DA. Writing a Genetic Algorithm. An Introduction to Genetic 
Algorithms for Scientists and Engineers. Singapore: World Scientific; 
1999.

17.	 Smith  SM, Jenkinson  M, Woolrich  MW, Beckmann  CF, Behrens  TE, 
Johansen‑Berg H, et al. Advances in functional and structural MR image 
analysis and implementation as FSL. Neuroimage 2004;23:S208‑19.

18.	 Polman CH, Reingold SC, Edan G, Fillippi M, Hartung HP, Kappos L. 
Diagnostic criteria for MS 2005 revisions to the MC Donald criteria. 
Ann Neurol 2005;58:840‑6.

19.	 Khotanlou H, Atif J, Colliot O, Bloch I. 3D brain tumor segmentation 
using fuzzy classification and deformable models. Lect Notes Artif 
Intell 2005;3849:312‑8.

Table 2: Comparison of proposed method with the previous 
ones based on similarity index factor

Khayati, 
et al.[2]

Admiraal‑ 
behloul et al.[8]

Anbeek 
et al.[3]

Khotanlou, 
et al.[9]

GA–SVM

Small 
lesion load

0.72 0.7 0.5 0.81 0.80

Moderate 
lesion load

0.75 0.75 0.75 0.82 0.89

Large 
lesion load

0.80 0.82 0.85 0.84 0.91

All patients 0.75 0.75 0.80 0.82 0.87
GA–SVM – Genetic algorithm–Support vector machine; SI – Similarity index

Table 1: Comparison of similarity criteria of real magnetic 
resonance images which have been concluded genetic 
algorithm–support vector machine and spatially constrained 
possibilistic fuzzy C‑means algorithms[9]

Algorithm SI OF EF

GA – SVM 87.2 86.9 12.6
SCPFCM[9] 82.6 77.1 10.3
MR – Magnetic resonance; GA – SVM – Genetic algorithm – Support vector machine; 
SCPFCM – Spatially constrained possibilistic fuzzy C‑means; SI – Similarity index; 
OF – Overlap fraction; EF – Extra‑fraction

How to cite this article: Khotanlou H, Afrasiabi M. Feature 
selection in order to extract multiple sclerosis lesions automatically 
in 3D brain magnetic resonance images using combination of 
support vector machine and genetic algorithm. J Med Sign Sens 
2012;2:211-8.
Source of Support: Nil, Conflict of Interest: None declared



Khotanlou and Afrasiabi: Feature selection in order to extract MS lesions automatically in 3D brain MRI using combination of SVM and GA

Journal of Medical Signals & Sensors

Vol 2  | Issue 4  |  Oct-Dec 2012218

BIOGRAPHIES

Hassan Khotanlou earned his Ph. D. degree 
in computer engineering from Telecom 
Paris, where he worked on MR images 
segmentation. He is currently an assistant 
professor in computer engineering 
department of Bu‑Ali Sina University, Iran.

E-mail: khotanlou@basu.ac.ir

Mahlagha Afrasiabi was born in Hamedan, 
Iran, in 1985. She received B.S. degree 
in computer engineering from Bu Ali 
Sina University and then M.S. degree 
in Computer Engineering from Bu Ali 
Sina University of Hamedan in 2011. 

Her research interests are medical image processing and 
computer vision.

E-mail: m.afrasiabi@basu.ac.ir


